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INTRODUCTION

The present work is intended as an investigation of certain
problems concerning empirical knowledge. As opposed to tradi-
tional theory of knowledge, the method adopted differs chiefly
in the importance attached to linguistic considerations. I propose
to consider language in relation to two main problems, which, in
preliminary and not very precise terms, may be stated as follows:

I. What is meant by “empirical evidence for the truth of a
proposition” ?

II. What can be inferred from the fact that there sometimes is
such evidence?

Here, as usually in philbsophy, the first difficulty is to see
that the problem is"difficult. If you say to a person untrained
in philosophy, “How do you know I have™two eyes?” he or
she will reply, “What a silly question! I can see you have.”
It is not to be supposed that, when our inquiry is finished, we
shall have arrived at anything radically different from this un-
phiiosophical position. What will have happened will be that
we shall have come to see a complicated structure where we
thought everything was simple, that we shall have become aware
of the penumbra of uncertainty surrounding the situations which
inspire no doubt, Jat we shall find doubt more frequently
justified than we supposed, and that even the most plausible
premisses will have shown tl.emselves capable of yielding un-
plausible conclusions. The nct result is to substitute articulate
hesitation for inarticulate certainty. Whether this result has any
value is a question which I shall not consider.

As soon as we take our two questions seriously, difficulties
crowd upon us. Take the phrase “empirical evidence for the
truth of a proposition”. This phrase demands that we should
define the words “empirical”, “evidence”, “truth”, “proposition”,
unless we conclude, after examination, that our question has been
wrongly worded.
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AN INQUIRY INTO MEANING AND TRUTH

Let us begin with “proposition”. A proposition is something
which may be said in any language: “Socraiss is mortal” and
“Socrate est mortel” express the same proposition. In a given
language it may be suid in various ways: ‘the difference between
“Caesar, was killed on the Ides of March” and “it was on the
Ides of March that Caesar was killed” is merely rhetorical. It
is thus possible for two forms of words to “have the same
meaning”. We may, at least for the moment, define a “pro-
position” as “all the sentences whick have the same meaning
as some given sentence’.

We must now define “‘sentence” and “having the same
meaning”. Ignoring the latter for the moment, what is a sentence ?
It may be a single word, or, more usually, a number of words
put together according to the laws of syntax; but what dis-
tinguishes it is that it expresses something of the nature of an
assertion, a denial, an imperative, a desire, or a question. What
is more remarkable about a sentence, from our point of view,
is that we can understand what it expresses if we know the
meaning of its several words and the rules of syntax. Our in-
vestigation must therefore begin with an examination first of
words, and then of syntax.

Before entering upon any detail, a few general remarks as to
the nature of our problem may help us to know what is relevant.
. Our problem is one in the theory of knowledge. What is the
theory of knowledge? Everything that we know, or think we
know, belongs to some special science; what, then, is left over
for theory of knowledge?

There are two different inquiries, both important, and each
having a right to the name “theory of knowledge”. In any given
discussion, it is easy to fall into confusions through failure to
determine to which of the two inquiries the discussion is intended
to belong. I will therefore, at the outset, say a few words in
explanation of both.

In the first form of theory of knowledge, we accept the scien-
tific account of the world, not as certainly true, but as the best
at present available. The world, as presented by science, contains
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INTRODUCTION

a phenomenon called “knowing”, and theory.of knowledge, in
its first form, haseto consider what sort of phenomenon this is.
Viewed from the outside, it is, to begin with, a characteristic
of living organisms, which is (broadly speakmg) increasingly
displayed as the organism becomes more complex. It is gJear that
knowing is a relation of the organism to something else or to
a part of itself. Still taking an outside observer’s point of view,
we may distinguish perceptive awareness from habit-knowledge.
Perceptive awareness is a species of “sensitivity”, which is not
confined to living organisms, but is also displayed by scientific
instruments, and to some degree by everything. Sensitivity con-
sists in behaving, in the presence of a stimulus of a certain kind,
in a way in which the animal or thing does not behave in its
absence.

A cat has a characteristicebehaviour in the presence of a dog;
this makes us say that the cat “perceives” the dog. But a gal-
vanometer has a characteristic behaviour in the presence of an
electric current, and yet we do not say that it “perceives” the
electric current. The difference between the two cases has to do
with “habit-knowledge”.

An inanimate thing, so long as its physical constitution
remains unchanged, makes always the same response to the same
stimulus. An animal, on the contrary, when presented repeatedly
with a stimulus to which, from the first, it makes some response,
will gradually alter tii: character of the response until it reaches
a point of (at least temporary) stability. When this point has been
reached, the animal has acquir-d a “habit”. Every habit involves
what, from a behaviourist point of view, might count as belief
in a general law, or even (in a sense) as knowledge of such a law,
if the belief happens to be true. For example, a dog that has
learnt to sit up and beg for food migh* be said by a behaviourist
to believe the general law: “the smell of food plus begging is
followed by food; the smell ot fuod alone is not”.

What is called “learning by experience”’, which is characteristic
of living organisms, is the same thing as the acquisition of habits.
A dog learns by experience that human beings can open doors,

13



AN INQUIRY INTO MEANING AND TRUTH

and therefore, if his master is present when he wants fo go out,
barks round him instead of scratching at the doés. “Signs” depend
as a rule, upon habits learnt by experience. His master’ s vonce
is, to a dog, a sign of the master. We may say that A is a “sign”
of B if jt promotes behaviour that B would proinote, but that
has no appropriateness to A alone. It must be admitted, however,
that some signs are not dependent upon experience for their
efficacy: animals respond to certain smells in a manner appro-
priate to the objects emitting the smells, and sometimes can do
so even when they have never experienced the objects in question.
The precise definition of a “‘sign” is difficult, both on this account,
and because there is no satisfactory definition of “appropriate”
behaviour. But the general character of what is meant is fairly
clear, and it will be seen that language is a specics of the genus
“sign,J

As soon as the behaviour of an organism 1s influenced by
signs, it is possible to trace the beginnings of the distinction
between ° sub]ecnve and *“‘objective”, and also between *‘know-
ledge” and “‘error”. Subjectively, A is a sign of B for an organism
O if O behaves in the presence of A in a manner appropriate
to B. Objectively, A is a sign of B if, in fact, A is accompanied
or followed by B. Whenever A is subjectively a sign of B for the
organism O, we may say that, speaking behaviouristically, O
“believes” the general proposition “A is always accompanied
or followed by B”, but this belief is only “true” if A is vbjectively
a sign of B. Animals can be deceived by mirrors or scents. Such
instances make it clear that, from our present point of view,
the distinctions “subjective-objective” and “knowledge-error”
begin at a very early stage in animal behaviour. Both knowledge
and error, at this stage, are observable relations between the
behaviour of the organism and the facts of the environment.

Within its limitations, theory of knowledge of the above sort
is legitimate and important. But there is another kind of theory
of knowledge which goes deeper and has, 1 think, much greater
importance.

When the behaviourist observes the doings of animals, and

14



INTRODUCTION

decides whether these show knowledge or error, he is not
thinking of himself as an animal, but as an at least hypothetically
inerrant recorder of what actually hippens. He “knows” that
animals are deceived by mirrors, and believes himself to “know”
that %e is not-being similarly deceived. By omitting the fact that
he—an organism like any other—is observing, he gives a false
air of objectivity to the results of his observation. As soon as
we remember the possible fallibility of the observer, we have
introduced the serpent into the behaviourist’s paradise. The
serpent whispers doubts, and has no difficulty in quoting scien-
tific scripture for the purpose.

Scientific scripture, in its inost canonical form, is embodied
in physics (including physiology). Physics assures us that the
occurrences which we call “perceiving objects” are at the end
of a long causal chain whigh starts from the objects, and are not
likely to resemble the objects except, at best, in certain very
abstract ways. We all start from “naive realism”, i.e., the doctrine
that things are what they seem. We think that grass is green,
that stones are hard, and that snow is cold. But physics assures
us that the greenness of grass, the hardness of stones, and the
coldness of snow, are not the greenness, hardness, and coldness
thar we know in our own experience, but something very dif-
ferent. The observer, when he scems to himself to be observing
a stone, is really, if physics is to be believed, observing the effects
of the stonc upon hiaself. Thus science seeins to be at war with
itseif: when it most means to be objective, it finds itself plunged
into subjectivity against its v ill. Naive realism leads to physics,
and physics, if true, shows tiat naive realism is false. Therefore
naive rcalism, if true, is false; therefore it is false. And therefore
the behaviourist, when he thinks he is recording observations
about the outer world, is really recording observations about
what is happening in him.

These considerations induce doubt, and therefore lead us to
a critical scrutiny of what passes as knowledge. This critical
scrutiny is “theory of knowledge”.in the second of the two
senses mentioned above, or “epistemology”, as it is also called.

IS



AN INQUIRY INTO MEANING AND TRUTH

The first step in such a scrutiny is the arrangement of what
we think we know in a certain order, in which 'what comes later
is known (if it is known) because of what comes earlier. This
conception, however, is not so clear as it might seem to be. It
is not identical with logical order, nor yet with order of dis-
covery, though it has connections with both. Let us illustrate
by some examples.

In pure mathematics, after the elements, logical order and
order of knowledge are identical. In « treatise (say) on Theory
of Functions, we believe what the author says because he deduces
it from simpler propositions which are already believed; that
is to say, the cause of our beliefs is also their logical ground.
But this is not true at the beginning of mathematics. Logicians
have reduced the necessary premisses to a very small number
of highly abstract symbolic propositinns, which are difficult to
understand, and which the logicians themselves only believe
because they are found to be logically equivalent to a large num-
ber of more familiar propositions. The fact that mathematics can
be deduced from zhese premisses is emphatically not the reason
for our belief in the truth of mathematics.

What epistemology requires of mathematics, though it is not
the logical order, is also not the psychological cause of our
beliefs. Why do you believe that 7 X 8 = 56? Have you ever
verified this proposition? Certainly I never have. I believe it
because I was told it in childhood, and have since seen it repeated
by reputable authors. But when I am engaged in an epistemo-
logical investigation of mathematical knowledge, I ignore these
historical causes of my belief that 7 X 8 = 56. The problem for
epistemology is not “why do I believe this or that?” but “why
should 1 believe this or that?” In fact, the whole subject is a
product of Cartesian doubt. I observe that men err, and I ask
myself what I must do to avoid error. Obviously one thing
that I must do is to reason correctls, but I must also have
premisses from which to reason. In a perfected epistemology,
the propositions will be arranged in « logical order, though not
in the logical order that a logician would prefer.

16



INTRODUCTION

Take the case of astronomy. In the mathematical theory of
planetary motionss, the logical order starts from the law of
gravitation, but the historical order starts from the observations
of Tycho Brahe, which led to Kepler’s Laws. The epistemological
order is similar to the historical order, but not identjcal, since
we cannot be content with old observations. If we are to use
them, we must first find evidence of their trustworthiness, which
we can only do by means of observations of our own.

Or, again, take history. If there were a science of history,
its facts would be deduced from general laws, which would come
first in the logical order. In the epistemological order, most of
us are content to believe, about (say) Julius Caesar, what we find
in reliable books. But the critical historian must go to manuscripts
and inscriptions; his data are certain shapgs, of which the inter-
pretation may sometimes lve very difficult. In the case of cunei-
form inscriptions, for example, the interpretation depends upon
very elaborate inductions; to set out why we should believe what
we do about Hamurabi is a complicated matter. For the critical
historian, the essential premisses are that he sees certain shapes
on certain tablets; for us, that he says he does, together with
whatever reasons we may have for believing him to be truthful,
which must consist in a comparison of his statements with our
own experiences.

Epistemology must arrange all our beliefs, both those of which
we feel convinced, and those that seem to us only more or less
probable, in a certain order, beginning with those that, on
reflection, appear to us credible independently of any argument
in their favour, and indicating the nature of the inferences (mostly
not strictly logical) by which we pass from these to derivative
beliefs. Those statements about matters of fact that appear
credible independently of any argument in their favour may be
called “basic propositions”.* These are connected with certain
non-verbal occurrences which may be called “experiences”; the
nature of this connection is one of the fundamental questions
of epistemology.

* This is the expression used by Mr. Ayer
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AN INQUIRY INTO MEANING AND TRUTH

Epistemology involves both logical and psychological ele-
ments. Logically, we have to consider the inferential relation
(usually not that of strict deduction) between basic propositions
and those that we believe because of them; also the logical
relations which often subsist between different basic'propositions,
causing them, if we accept certain general principles, to fit into
a system which, as a whole, strengthens the probability of each
of its constituents; also the logical character of basic proposi-
tions themselves. Psychologically, we have to examine the rela-
tion of basic propositions to experiences, the degree of doubt
or certainty that we feel in regard to any of them, and the methods
of diminishing the former and increasing the latter.

I shall, throughout this book, try to avoid the consideration
of logical and mathematical knowledge, which does not raise the
problems that T wish to discuss. My fnain problem, throughout,
will be the relation of basic propositions to experiences, i.e., of
the propositions that come first in the epistemological order to
the occurrences which, in some sense, arc our grounds for
accepting these propositions.

The subject with which I shall be concerned is different from
that discussed, for instance, in Carnap’s Logical Syntax of
Language, though at many points the discussions in that book
and others dealing with similar topics are relevant. I am con-
cérned with what makes empirical propositions true, and with
the definition of “truth” as applied to such propositions. Empiri-
cal propositions, except when their subject-matter happens to be
linguistic, are true in virtue of occurrences which are not lin-
guistic. In considering empirical truth, therefore, we are concerned
with a relation between linguistic and non-linguistic events, or
rather, with a series of relations of gradually increasing com-
plexity. When we see a shooting star and say “look”, the relation
is simple; but the relation of the law of gravitation to the obser-
vations upon which it is based is exceedingly complex.

Empiricism, in agreement with common sense, holds that a
verbal statement may be confirmed or confuted by an observation,
provided it is a statement which is significant and is not one of

18



INTRODUCTION

logic. Now" the “observation”, in such a case, is supposed to
be something non-verbal which we ‘“‘experience”. But if an
observation is to confirm or confute a verbal statement, it must
itself give ground, in some sense, for ore or more verbal state-
ments. The telation of a non-verba] experience to a verbal state-
ment which it justifies is thus a matter which empiricism is bound
to investigate.

The general course of my argument will be as follows.

In the first three chapters, I am concerned with an informal
and introductory discussion of words, sentences, and the relation
of an experience to a sentence which (partially) describes it. One
of the difficulties of the subject is that we have to use common
words in precise technical senses which they do not commonly
bear; in tliese opening chapters, I have avoided such technical
definitions, while preparing the ground for them by showing
the nature of the problem for the sake of which they are needed.
What is said in these chapters, accordingly, has not the degree
of precision sought in later chapters.

Chapters 1V-VII are concerned with certain problems in the
analysis of language. One of the results that have emerged most
clearly from the logical study of language is, that there must be
a hierarchy of languages, and that the words “true” and “false”,
as applied 1o the statements in any given language, are them-
selves words belonging to a language of higher order. This
entails, as a consequence, the existence of a language of lowest
order, in which the words “true” and “false” do not occur. So
far as logical considerations are concerned, this language might
be constructed in many ways; its syntax and vocabu}pa;y are not
detcrmined by the logical conditions, except that it should not
allow apparent va rlables i.e., it should not contain the words
“all” and “some’. Proccedmg psychologically, I construct a
language (not the language) fulfilling the logical conditions for
the language of lowest type; ! call this the “object-language” or
the “primary language”. In this language, every word *“‘denotes”’
or “means” a sensible object or set of such objects, and, when
used alone, asserts the sensible presence of the object, or of one of

19



AN INQUIRY INTO MEANING AND TRUTH

the set of objects, which it denotes or means. In deﬁning this
language, it is necessary to define “denoting” or “meaning” as
applied to object-words, i.e., to the words of this language.
Words in languages of higher orders “mean” in other and much
more complicated ways.

We pass from the primary to the secondary language by
adding what I call “logical words”, such as “or”, “not”, “some”,
and “all”, together with the words “true” and *false” as applied
to sentences in the object-language. The development of lan-
guages of higher order than the second is a matter for the logician,
since it raises no new problems as to the relation between sen-
tences and non-linguistic occurrences.

Chapters VI and VII are concerned with syntactical questions,
namely “proper names’, and “egocentric particulars’—i.e., words
such as “this”, “I”, “now”, which have a meaning relative to
the speaker. The theory of proper names which is suggested is
important if true, in particular in connection with space and time.

The next four chapters are concerned with perceptive know-
ledge, and more particularly with “basic propositions”, i.e., with
those propositions which most directly report knowledge derived
from perception.

We said that is the business of epistemology to arrange the
propositions which constitute our knowledge in a certain logical
order, in which the later propositions are accepted because of
their logical relation to those that come before them. It is not
necessary that the later propositions should be logically deducible
from the earlier ones; what is necessary is that the earlier ones
should supply whatever grounds exist for thinking it likely that
the later ones are true. When we are considering empirical know-
ledge, the earliest propositions in the hierarchy, which give the
grounds for all the others, are not deduced from ~ther proposi-
tions, and yet are not mere arbitrary assumptions. I'hey have
grounds, though their grounds are not propositions, but ob-
served occurrences. Such propositions, as observed above, I shall
call “basic”” propositions; they fulfil the function assigned by
the logical positivists to what they call “protocol preposjti ons
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INTRODUCTION

It is, to my mind, one of the defects of the logical positivists
that their linguistic bias makes their theory of protocol proposi-
tions vague and unsatisfactory.

We pass next to the analysis of “propesitional attitudes”, i.e.,
believing, desiring, doubting, etc., that so-and-so i the case.
Both for logic and for theory of knowledge, the analysis of such
occurrences is important, especially in the case of belief. We find
that believing a given proposition does not necessarily involve
words, but requires only that the believer should be in one of
a number of possible states defined, mainly if not wholly, by
causal properties. When words occur, they “express” the belief,
and, if true, “indicate” a fact other than the belief.

The theory of truth and falsehood which naturally results from
such considerations as I have been suggesting is an epistemo-
logical theory, that is to say, it only affords a definition of “true”
and “false” where there is some method of obtaining such
knowledge as would decide the alternative. THhis suggests Brouwer
and his denial of the law of excluded middle. It accordingly
becomes necessary to consider whether it is possible to give a
non-epistemological definition of “true” and “false”, and so
preserve the law of excluded middle.

Finally there is the question: how far, if at all, do the logical
categories of language correspond to elements in the non-
linguistic world that language deals with? Or, in other words:
does logic afford a wasis for any metaphysical doctrines? In spite
of all that has been said by the logical positivists, I incline to
answer this question in the a-Firmative; but it is a difficult matter,
as to which I have not the audacity to be dogmatic.

There are three theses which I regard as specially important
in what follows.

I It is argued that, on the basis of a single experience, a
number of verbal statements are justified. The character of such
statements is investigated, and it is contended that they must
always be confined to matters belonging to the biography of
the observer; they can be such as “I see a canoid patch of
colour”, but not such as “there is a dog”. Statements of this

21



AN INQUIRY INTO MEANING AND TRUTH

latter kind always invoive, m their justification, séme element
of inference.

IL In every assertion, two sides must be separated. On the
subjective side, the assértion “‘expresses” a state of the speaker;
on the objective side, it intends to “indicate” a' “fact”, and
succeeds in this intention when true. The psychology of belief
is concerned only with the subjective side, the question of truth
or falsehood also with the objective side. It is found that the
analysis of what a sentence “‘expresses” renders possible a psycho-
logical theory of the meaning of logical words, such as “or”,
“not”, “all”, and “some™.

II1. Finally, there is the question of the relation between truth
and knowledge. Attempts have been made to define “truth” in
terms of “knowledge”y or of concepts, such as “verifiability”,
which involve “knowledge”. Such attempts, if carried out logic-
ally, lead to paradoxes which there is no reason to accept. I
conclude that “truth” is the fundamental concept, and that
“knowledge”” must be defined in terms of “truth”, not vice versa.
This entails the consequence that a proposition may be true
although we can see no way of obtaining evidence either for
or against it. It involves also a partial abandonment of the com-
plete metaphysical agnosticism that is favoured by the logical
positivists.

ht appears from our analysis of knowledge that, unless it is
much more restricted than we suppose, we shall have to admit
principles of non-demonstrative inference which may be difficult
to reconcile with pure empiricism. This problem emerges at
various points, but I have refrained from discussing it, partly
because it would require for its treatment a book as large as
the present work, but mainly because any attempt at solution must
be based upon an analysis of the matters considered in the fol-
lowing chapters, and the disinterestedness of this analysis might
be jeopardized by premature investigation of its consequences.

22



Chapter I

WHAT IS A WORD?

I come now to a preliminary consideration of the question:
“what is a word?”” But what I have to say now will be supple-
mented by detailed discussions at later stages.

Words, from the earliest times of which we have historical
records, have been objects of superstitious awe. The man who
knew his enemy’s name could, by means of it, acquire magic
powers over him. We still “use such phrases as “in the name of
the Law”. It is easy to assent to the statement “in the beginning
was the Word”. This view underlies the phllosophxes of Plato
and Carnap and of most of the intermediate metaphysicians.

Before we can understand language, we must strip it of its
mystical and awe-inspiring attributes. To do this is the main
purpose of the present chapter.

Before coneldermg the meaning of words, let us examine them
first as occurrences in the sensible world. From this point of
view, words are of four sorts: spoken, heard, written, and read.
It will do no harm tu assume a common-sense view of material
objects, since we can always subsequently translate what has been
said in common-sense terms into whatever philosophical lan-
guage we may prefer. It is therefore possible to amalgamate
written and read words, substituting for each a material object
—a mound of ink, as Neurath says—which is a written or printed
word according to circumstances. The distinction between
writing and reading is of course important, but almost everything
that needs to be said about it can be said in connection with the
difference between speaking and hearing,.

A given word, say “dog”, may bé uttered, heard, written, or
read by many people on many occasions. What happsns when

23



AN INQUIRY INTO MEANING AND TRUTH

a man says a word I shall call a “verbal utterance”; what happens
when a man hears a word I shall call a “verbal noise”; the physi-
cal object which consists of a word written or prmted I shall
call a “verbal shape”s It is of course obvious that verbal utter-
ances, noises, and shapes are distinguished from other utterances,
noises, and shapes, by psychological characteristics—by “inten-
tion” or “meaning”. But for the moment I wish, as far as may
be, to leave these characteristics on one side, and consider only
the status of words as part of the world of sense.

The spoken word “dog” is not a single entity: it is a class
of similar movements of the tongue, throat, and larynx. Just as
jumping is one class of bodily movements, and walking another,
so the uttered word “dog” is a third class of bodily movements.
The word “dog” is a universal, just as dog is a universal. We
say, loosely, that we can utter theesame word “dog” on two
occasions, but in fact we utter two examples of the same species,
just as when we see two dogs we see two examples of the same
species. There is thus no difference of logical status between
dog and the word “dog”: each is general, and exists only in
instances. The word “dog” is a certain class of verbal utterances,
just as dog is a certain class of quadrupeds. Exactly similar remarks
apply to the heard word and to the written word.

It may be thought that I have unduly emphasized a very
obvious fact in insisting that a word is a universal. But there
is an almost irresistible tendency, whenever we are not on our
guard, to think of a word as one thing, and to argue that, while
there are many dogs, the one word “dog” is applicable to them
all. Hence we come to think that dogs all have in common a
certain canine essence, which is what the word “dog” really
means. And hence we arrive at Plato and the dog laid up in
heaven. Whereas what we really nave is a number of more or
less similar noises which are all applicable to a number of more
or less similar quadrupeds.

When we attempt to define the spoken word “dog”, we find
that we cannot do so witheut taking account of intention. Some
people say “‘dawg”, but we recognize that they mean “dog”.

24



WHAT IS A WORD?

A German is apt to say “dok”; if we hear him say “De dok’
vaks hiss tail verr pleasst”, we know that he has uttered an
instance of the word “dog though an Enghshman who had
made the same noise would have been utrering an instance of
the word “do¢k”. As regards the written word, similar con-
siderations apply to people whose handwriting is bad. Thus
while similarity to a standard noise or shape—that of a B.B.C.
announcer or copy-book calligraphist—is essential in defining
an instance of a word, it is not sufficient, and the necess
degree of similarity to the standard cannot be precisely defined.
The word, in fact, is a family,* just as dogs are a family, and
there are doubtful intermediate cases, just as, in evolution, there
must have been between dogs and wolves.

In this respect print is preferable. Unless the ink is faded, it
can hardly be doubtful, to a person of normal eyesight, whether
the word “dog” is prmted at a certain place or not. In fact,
print is an artefact designed to satisfy our taste for classification.
Two instances of the letter A are closely similar, and each very
different from an instance of the letter B. By using black print
on white paper, we make each letter stand out sharply against
its background. Thus a printed page consists of a set of discrete
and easily classified shapes, and is in consequence a logician’s
paradise. But he must not delude himself into thinking that the
world outside books is eaually chaiming.

Words, spoken, heard, or wiitten, differ from other classes
of bodily movements, noises, or shapes, by having “meaning”.
Many words only have meanir.g in a suitable verbal context—
such words as “than”, “or”, “however”, cannot stand alone.
We cannot begin the explanation of meaning with such words,
since they presuppose other words. There are words, however—
including all those that a child learns first—that can be used in
isolation: proper names, class-names of familiar kinds of animals,
names of colours, and so on. These are what I call “object-words”’,
and they compose the “object-language”, as to which I shall
have much to say in a later chapter. These words have various

* I owe this way of putting the matter to Wittzenstein.
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peculiarities. First: their meaning is learnt (or can‘be learnt) by
confrontation with objects which are what they mean, or in-
stances of what they mean. Second: they do not presuppose
other words. Third: each of them, by itself, can express a whole
proposition; you can exclaim “fire!”, but it would be pointless
to exclaim “than!” It is obviously with such words that any
explanation of “meaning” must begin; for “meaning”, like
“truth” and “falsehood”, has a hierarchy of meanings, corre-
sponding to the hierarchy of language- .

Words are used in many ways: in narrative, in request, in
command, in imaginative fiction, and so on. But the most ele-
mentary use of object-words is the demonstrative use, such as
the exclamation “fox” when a fox is visible. Almost equally
primitive is the vocative: the use of a proper name to indicate
desire for the presence of the person named; but this is not
quite so primitive, since the meaning of an ‘object-word must be
learnt in the presence of the object. (I am excluding such words
as are learnt through verbal definitions, since they presuppose
an already existing language.)

It is obvious that knowing a language consists in using words
appropriately, and acting appropriately when they are heard.
It is no more necessary to be able to say what a word means
than it is for a cricketer to know the mathematical theory of
impact and of projectiles. Indeed, in the case of many object-
words, it must be strictly impossible to sey what they mean,
except by a tautology, for it is with them that language begins.
You can only explain (say) the word “red” by pointing to some-
thing red. A child understands the heard word “red” when an
association has been established between the heard word and the
colour red; he has mastered the spoken word “red” when, if
he notices something red, he is able to say “red” and has an
impulse to do so.

The original learning of object-words is one thing; the use
of speech, when the instrument has been mastered, is another.
In adult life, all speech, like the calling of a name, though less
obviously, is, in intention, in the imperative mood. When it
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seems to be a mere statement, it should be prefaced by the words
“know that”. We know many things, and assert only some of
them; those that we assert are those that we desire our hearers
to know. When we see a falling star and say simply “look!”
we hope that this one word will cause the bystander to
see it too. If you have an unwelcome visitor, you may kick
him downstairs, or you may say “get out!” Since the latter
involves less muscular exertion, it is preferable if equally
effective.

It follows that when, in adult life, you use a word, you do
so, as a rule, not only because what the word ““denotes” is
present to sense or imagination, but because you wish your
hearer to do something about it. This is not the case with a
child learning to speak, nor is it a/ways the case in later years,
because the use of words un interesting occasions becomes an
automatic habit. If you were to see suddenly a friend whom you
had falsely believed to be dead, you would probably utter his
name even if neither he nor anyone else could hear you. But
such situations are exceptional.

In the meaning of a sentence, there are three psychological
elements: the environmental causes of uttering it, the effects of
hearing it, and (as part of the causes of utterance) the effects
which the speaker expects it to have on the hearer.

We may say, generally, that speech consists, with some excep-
tions, of noises made by persons with a view to causing desired
actions by other persons. Its indicative and assertive capacities,
however, remain fundamenta,, since it is owing to them that,
when we hear speech, it can cause us to act in a manner appro-
priate to some feature of the environment which is perceived
by the speaker but not by the hearer, or which the speaker
remembers from past perceptions. In leading a visitor out of your
house at night, you may say “here there are two steps down”,
which causes him to act as it ix: saw the steps. This, however,
implies a certain degree of benevolence towards your visitor.
To state fact is by no means always the purpose of speech; it
is just as possible to speak with a view to deceit. “Language was
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given us to enable us to conceal our thoughts.” Thus when we
think of language as a means of stating facts we* are tacitly assum-
ing certain desires in the speaker. It is interesting that language can
state facts; it is also ifiteresting that it can state falsehoods. When
it states either, it does so with a view to causing some action
in the hearer; if the hearer is a slave, a child, or a dog, the result
is achieved more simply by using the imperative. There is, how-
ever, a difference between the effectiveness of a lie and that of
the truth: a lie only produces the desired result so long as the
truth is expected. In fact, no one could learn to speak unless
truth were the rule: if, when your child sees a dog, you say
“cat”, “horse”, or “crocodile”, at random, you will not be able
to deceive him by saying “dog” when it is not a dog. Lying
is thus a derivative ectivity, whlch presupposes truth-speaking
as the usual rule.

It thus appears that, while most sentences are primarily im-
perative, they cannot fulfil their function of causing action in
the hearer except in virtue of the indicative character of object-
words. Suppose I say “run!” and the person addressed con-
sequently runs; this happens only because the word “run
indicates a certain type of action. This situation is seen in its
simplest form in military drill: a conditioned reflex is established,
so that a certain kind of noise (the word of command) produces
a certain kind of bodily movement. We may say, in this case,
that the kind of noise in question is the name of the kind of
movement in question. But words which are not names of bodily
movements have a less direct connection with action.

It is only in certain cases that the “meaning” of a verbal
utterance can be identified with the effect that it is intended tn
have on the hearer. The word of command and the word “look !”*
are such cases. But if I say “look, there’s a fox”, I not only seek
to produce a certain action in the hearer, but I give him a motive
for action by describing a feature of the environment. In the
case of narrative speech, the distinction between “meaning” and
intended effect is even mort evident.

Only sentences have intended effects, whereas meaning is not
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confined to sentences. Object-words have a meaning which does
not depend upon their occurring in sentences.

At the lowest level of speech, the distinction between sen-
tences and single word$ does not exist. At this level, single words
are used to indicate the sensible presence of what they designate. It
is through this form of speech that object-words acquire their
meaning, and in this form of speech each word is an assertion.
Anything going beyond assertions as to what is sensibly present,
and even some assertions which do not do so, can only be effected
by means of sentences; but if sentences contain object-words, what
they assert depends upon the meaning of the object-words. There
are sentences containing no object-words; they are those of logic
and mathematics. Bur all empirical statements contain object-
words, or dictionary words defined in termg of them. Thus the
meaning of object-words is fundamental in the theory of empi-
rical knowledge, since it is through them that language is con-
nected with non-linguistic occurrences in thé way that makes
it capable of expressing empirical truth or falsehood.
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Chapter II

SENTENCES, SYNTAX, AND PARTS OF SPEECH

Sentences may be interrogative, optative, exclamatory, or im-
perative; they may also be indicative. Throughout most of the
remainder of our discussions, we may confine ourselves to indi-
cative sentences, since these alone are true or false. In addition
to being true or false, indicative sentences have two other proper-
ties which are of interest to us, and which they share with other
sentences. The first of these is that they are composed of words,
and have a meaning derivative from that of the words that they
contain; the second is that they have a certain kind of unity,
in virtue of which they are capable of properties not possessed
by their constituent words.

Each of these three properties needs investigation. Let us begin
with the unity of a sentence.

A single grammatical sentence may not be logically single.
“I went out and found it was raining” is logically indistinguish-
able from the two sentences: “I went out”, “I found it was
raining”. But the sentence “when I went out I found it was
raining” is logically single: it asserts that two occurrences were
simultaneous. “Caesar and Pompey were great generals” is
logically two sentences, but “Caesar and Pompey were alike in
being great generals” is logically one. For our purposes, it will
be convenient to exclude sentences which are not logically single,
but consist of two assertions joined by “and” or “but” or
“although” or some such conjunction. A single sentence, for our
purposes, must be one which says something that cannot be said
in two separate simpler sentences.

Consider next such a sentence as “I should be sorry if you
fell ill”. This cannot be divided into “I shall be sorry” and “you
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will fall ill”’; it has the kind of unity that we are demanding of

a sentence. But it.has a complexity which some sentences do
not have; neglecting tense, it states a relation between “I am
sorry” and “you are il”. We may interpret it as asserting that
at any time when the second of these sentences is true, the first
is also true. Such sentences may be called “molecular” in relation
to their constituent sentences, which, in the same relation, may
be called “atomic”. Whether any sentences are “atomic” in a
non-relative sense, may, for the present, be left an open question;
but whenever we find a sentence to be molecular, we shall do
well, while we are considering what makes the unity of sen-
tences, to transfer our attention, in the first place, to its
atoms. Roughly, an atomic sentence is one containing only
one verb; but this would only be accurate, in a strictly logical
language.

This matter is by ho means simple. Suppose 1 say first “A”
and then “B”; you may ]udge “the sound A’ preceded the
sound ‘B’ ”’. But this implies “‘the sound ‘A’ occurred” and “the
sound ‘B’ occurred”, and adds that one occurrence was earlier
than the other. Your statement, therefore, is really analogous to
such a statement as “after I went out 1 got wet”. It is a mole-
cular statement whose atoms are “A occurred” and ““B occurred”.
Now what do we mean by “A occurred”? We mean that there
was a noise of a certain class, the class called “A”. Thus
when we say “A preceded B” our statement has a concealed
logical form, which is the same as that of the statement:
“first there was the bark of a dog, and then the neigh of a
horse”.

Let us pursue this a little further. I say “A”. Then I say
“what did I say?” Then you reply “you said ‘A’ . Now the
noise you make when saying “A” in this reply is different from
the noise I originally made; therefore, if “A” were the name
of a particular noise, your statement would be false. It is only
because “A” is the name of a class of noises that your statement
is true; your statement classifies the noise I made, just as truly
as if you had said “you barked like a dog”. This shows how
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language forces us into generality even when we most wish to
avoid it. If we want to speak about the particular noise that I
made, we shall have to give it a proper name, say “Tom”; and
the noise that you made when you said “A” we will call “Dick”.
Then we can say “Tom and Dick are A’s”. We can say “I said
Tom” but not “I said “Tom’ ”. Strictly, we ought not to say
“I said ‘A’ ”’; we ought to say “I said an ‘A’ ”. All this illus-
trates a general principle, that when we use a general term, such
as “A” or “man”, we are not having in our minds a universal,
but an instance to which the present instance is similar. When
we say “I said ‘A’ ”’, what we really mean is “I made a noise
closely similar to the noise I am now about to make: ‘A’ ”. This,
however, is a digression.

We will revert to the supposition that I say first “A” and
then “B”. We will call the particular occurrence which was my
first utterance “Tom”, and that which was my second utterance
“Harry”. Then we can say “Tom preceded Harry”. This was
what we really meant to say when we said “the sound ‘A’ pre-
ceded the sound ‘B’ ”’; and now, at last, we seem to have reached
an atomic sentence which does not merely classify.

It might be objected that, when I say “Tom preceded Harry”,
this implies “Tom occurred™ and “Harry occurred”, just as when
I said “the sound ‘A’ preceded the sound ‘B’ ", that implied
“‘A’ occurred” and “ ‘B’ occurred”. This, I think, would be a
logical error. When I say that an unspecified member of a class
occurred, my statement is significant provided I know what class
is meant; but in the case of a true proper name, the name is
meaningless unless it names something, and if it names somc-
thing, that something must occur. This may seem reminiscent
of the ontological argument, but it is really only part of the
definition of “name”. A proper name names something of which
there are not a plurality of instances, and names it by a con-
vention ad koc, not by a description composed of words with
previously assigned meanings. Unless, therefore, the name names
something, it is an empty.noise, not a word. And when we say
“Tom preceded Harry”, where “Tom™ and “Harry” are names

32



SENT. NCES, SYNTAX, AND PARTS OF SPEECH

of particular noises, Ve do not presuppose “Tam occurred” and
“Harry occurred”, which are both strictly meaningless.

[n practice, proper names are not given to single brief occur-
rences, because most 'of them are not sufficiently interesting.
When we have occasion to mention them, we do so by means
of descriptions such as “the death of Caesar” or “the birth of
Christ”. To speak for the moment in terms of physice, we rive
proper names to certain continuous stretches of space-time, such
as Socrates, France, or the moon. In former days, it would have
been said that we give a proper name to a substance or collection
of substances, but now we have to find a different phrase to
express the object of a proper name.

A proper name, in practice, always embraces many occur-
rences, but not as a class-name does: the geparate occurrences
are parts of what the name means, not instances of it. Consider,
say, “Caesar died”. *Death” is a generic word for a number
of occurrences having certain resemblances to each other, but
not necessarily any spatio-temporai interconnection; each of
these is @ death. “Caesar”, on the contrary, stands for a series
of occurrences, collectively, not severaliy. When we say ““Caesar
died”, we say that one of the series of occurrences which was
Caesar was a member of the class of deaths; this occurrence is
called “‘Caesar’s death”.

From a logical point of view, a proper name may be assigned
to any continuous portion of space-time. (Macroscopic con-
rinuity suffices.) Two parts of one man’s life may have different
names; for instance, Abram und Abraham, or Octavianus and
Augustus. “The universe” may be regarded as a proper name
for the whole of space-time. We can give a proper name to very
small portions of space-time, provided they are large enough to
be noticed. If 1 say “A™ once at 6 p.m. on a given date, we can
give a proper name to this noise, or, to be still more particular,
to the auditory sensation that somc one person present has in
hearing me. But even when we have arrived at this degree of
minuteness, we cannot say that we have named something desti-
tute of structure. It may thercfore be assumed. at- least for the
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present, that every proper name is the nanie of a structure, not
of something destitute of parts. But this is an empirical fact, not
a logical necessity.

If we are to avoid entanglement in Juestions that are not
linguistic, we must distinguish sentences, not by.the complexity
which they may happen to have, but by that implied in their
form. “Alexander preceded Caesar” is complex owing to the
complexity of Alexander and Caesar; but “x preceded y” does
not, by its form, imply that x and y are complex. In fact, since
Alexander died before Caesar was born, every constituent of
Alexander preceded every constituent of Caesar. We may thus
accept “‘x precedes y” as an atomic form of proposition, even
if we cannot actually mention an x and a y which give an atomic
proposition. We shall say, then, that a form of proposition is
atomic if the fact that a propositipn is of this form does not
logically imply that it is a structure composed of subordinate
propositions] And we shall add that it is not logically necessary
that a proper name should name a structure which has parts.

The above discussion is a necessary preliminary to the attempt
to discover what constitutes the essential unity of a sentence;
for this unity, whatever its nature may be, obviously exists in
a sentence of atomic form, and should be first investigated in
such sentences.

. In every significant sentence, some connection is essential
between what the several words mean—omitting words which
merely serve to indicate syntactical structure. We saw that
“Caesar died” asserts the existence of a common member of two
classes, the class of events which was Caesar and the class of
events which are deaths. This is only one of the relations that
sentences can assert; syntax shows, in each case, what relation
is asserted. Some cases are simpler than “Caesar died”, others
are more complex. Suppose I point to a daffodil and say “this
is yellow”; here “this” may be taken as the proper name of a
part of my present visual field, and “yellow” may be taken as
a class-name. This propasition, so interpreted, is simpler than
“Caesar died”, since it classifies a given object; it is logically
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analogous to’ “this 1s a death”. We have to-be able to know
such propositions before we can know that two classes have a
common member, which is what is asserted by “Caesar died”.
But “this is yellow” is not so simple as if looks. When a child
learns the meaning of the word “yellow”, there is first an object
(or rather a set of objects) which is yellow by definition, and
then a perception that other objects are similar in colour. Thus
when we say to a child “this is yellow”, what (with luck) we
convey to him is: “this resembles in colour the object which is
yellow by definition”. Thus classificatory propositions, or such
as assign predicates, would seem to be really propositions assert-
ing similarity. If so, the simplest propositions are relational.

There is, however, a difference between relations that are sym-
metrical and thnse that are asymmetrical. A relation is symmetrical
when, if it holds between x #nd y, it also holds between y and x;
it is asymmetrical if, when it holds between.r and y, it cannot
hold between y and x. Thus similarity is symmetrical, and so is
dissimilarity; but “before”, “greater”, “to the right of”’, and so
on, are asymmetrical. There are also relations which are neither
symmetrical nor asymmetrical; “brother” is an example, since,
if x is the brother of y, ¥ may be the sister of x. These and
asymmetrical relations are called non-symmetrical. Non-sym-
metrical relations are of the utmost importance, and many famous
philosophies are refuted by their existence.

Let us try to state what exactly are the linguistic facts about
non-symmetrical relations. The two sentences “Brutus killed
Caesar” and “Caesar killed brutus” consist of the same words,
arranged, in each case, by the relation of temporal sequence.
Nevertheless, one of them is true and the other false. The
use of order for this purpose is, of course, not essential; Latin
uses inflexions instead. But if you Lad been a Roman school-
master teaching the difference %erween nominative and accusative,
you would have been compelled, at some point, to bring in non-
symmetrical relations, and you would have found it natural to
explain them by means of spatial or*temporal order. Consider
for a moment what bappened when Brutus killed Caesar: a dagger
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moved swiftly from Brutus into Caesar. The abstract scheme is
“A moved from B to C”, and the fact with vwhich we are con-
cerned is that this is different from “A moved from C to B”.
There were two events, one A-being-at-B, the other A-being-
at-C, which we will name x and y respectively. If'A moved from
B to C, x preceded y; if A moved from C to B, y preceded x.
Thus the ultimate source of the difference between “Brutus killed
Caesar” and “Caesar killed Brutus” is the difference between
“x precedes y” and “y precedes x”, vhere x and y are events.
Similarly in the visual field there are the spatial relations above-
and-below, right-and-left, which have the same property of
asymmetry. “Brighter”, “louder”, and comparatives generally,
are also asymmetrical.

The unity of thc¢ sentence is peculiarly obvious in the case
of asymmetrical relations: “x precedes y” and “y precedes x”
consist of the same words, arranged by the same relation of
temporal succession; there is nothing w hatever in their ingredients
to distinguish the one from the other. The sentences dider us
wholes, but not in their parts; it is this that I mean when I speak
of a sentence as a unity.

At this point, if confusions are to be avoided, it is important
to remember that words are universals.* In the two sentential
utterances “x precedes ¥’ and “v precedes x”, the two symbonls
“x” are not identical, no more are the two symbnls “y”. Let
S, and S, be proper names of these two sentential utterancev
let X; and X, be proper names of the two utterances of “x”
Y, and Y, of those of “y”, and P, and P, of those of * precedes .
Then S, consists of the three utterances X,, P,, Y, in that order,
and S, consists of the three utterances Y,, P,, X, in that order.
The order in each case is a fact of history, as definite and un-
alterable as the fact that Alexander preceded Caesar. When we
observe that the order of words can bhe changed, and that we
can say “Caesar killed Brutus” just as easily as “Brutus killed

* This does not imply that,there are universals. It only asserts that the
status of a word, as opposed to its instances, is the same as that of Dog as opposed
1o various particular dogs.
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Caesar”, we are apt to think that the words are definite things
which are capable of different arrangements. This is a mistake:
the words are abstragtions, and the verbal utterances can only
have whichever order they do have. Tholgh their life is short,
they live and die, and they are incapable of resurrection. Every-
thing has the arrangement it has, and is incapable of re-arrange-
ment.

I do not wish to be thought needlessly pedantic, and I will
therefore point out that clarity on this matter is necessary for the
understanding of possibility. We say it is possible to say either
“Brutus killed Caesar” or “Caesar killed Brutus”, and we do
not realize that this is precisely analogous to the fact that it is
possible for a man to be to the left of a woman on one occasion,
and for another man 1o be to the right ofanother woman on
another occasion. For: let 8 be the class of verbal utterances
which is the spoken word “Brutus”; let « be <he class of verbal
utterances which is the spoken word “killed”; and let ¥ be the
class of verbal utterances which is the spoken word *“‘Caesar”.
Then to say that we can say either “Brutus killed Caesar” or
“Cacsar killed Brutus” s to say that (1) there are occurrences
x, P, y, such that x is a member of B, P is a member of «, y is
a member of y, x is just before P and P is just before y; (2) there
are occurrences x', P', y' fulfilling the above conditions as to
membership of B, , v but such that " is just before P* and P’
just before A”. 1 maintain that in all cases of possibility, there
is a subject which is a variable, defined as satisfying some con-
dition which many values o1 the variable satisfy, and that of
these values some satisfy a further condition while others do
not; we then say it is “possible” that the subject may satisfy this
further condition. Svmbolically, if “éx and $x” and “¢x and
not ¢x”’ are each true for suitable values of x, then, given éx, g
is possible but not necessary. (One must distinguish empirical
and logical necessity; but I do nut wish to go into this question.)

Another point is to be noted. When we say that the sentences
“xPy” and “y P x” (where P is an dsymmetrical relation) are
incompatible, the symbols “x™ and *‘y” are universals, since, in
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our statement, there are two instances of each; but they must
be names of particulars. “Day precedes night¥ and “night pre-
cedes day” are both true. There is thus, in such cases, an absence
of logical homogenelty between the symbol and its meaning:

the symbol is a universal while the meaning is particular. This
kind of logical heterogeneity is very liable to lead to confusions.
All symbols are of the same logical type: they are classes of
similar utterances, or similar noises, or similar shapes, but their
meanings may be of any type, or of ambiguous type, like the
meaning of the word “type” itself. The relation of a symbol
to its meaning necessarily varies according to the type of the
meaning, and this fact is important in the theory of symbolism.

Having now dealt with the possible confusions that may arise
through saying that' the same word can occur in two different
sentences, we can henceforth freely' use this expression, just as
we can say “the giraffe is to be found in Africa and in the Zoo”,
without being misled into the belief that this is true of any
particular giraffe.

In a language like English, in which the order of the words
is essential to the meaning of the sentence, we can put the matter
of non-symmetrical relations as follows: given a set of words
which is capable of forming a sentence, it often happens that it
is capable of forming two or more sentences of which one is
true while the others are false, these sentences differing as to
the order of the words. Thus the meaning of a sentence, at any
rate in some cases, is determined by the series of words, not by
the class. In such cases, the meaning of the sentence is not obtain-
able as an aggregate of the meanings of the several words. When
a person knows who Brutus was, who Caesar was, and what
killing is, he still does not know who killed whom when he hears
the sentence “Brutus killed Caesar”; to know this, he requires
syntax as well as vocabulary, since the form of the sentence as
a whole contributes to the meaning.*

To avoid unnecessary lengthiness, let us assume, for the
moment, that there is only spoken speech. Then all words Aave
* Sometimes there is ambiguity: cf. ** The muse herself that Orpheus bore”.
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a time order, and some words assert a time ordér. We know that,
if “x” and “y” ate names of particular events, then if “x pre-
cedes y” is a true sewtence, “y precedes x” is a false sentence.
My present problem is this: can we state anything equivalent
to the above in terms which are not concerned with language,
but with events? It would seem that we are concerned with
a characteristic of temporal relations, and yet, when we try to
stote what this characteristic is, we appear to be driven to stating
a characteristic of sentences about temporal relations. And what
applies to temporal relations applics equally to all other asym-
metrical relations.

When I hear the sentence “Brutus killed Caesar”, I perceive
the time-order of the words; if I did not, I could not know
that I had heard that sentence and not “Clesar killed Brutus”.
If T proceed to assert, the time-order by the sentences * ‘Brutus’
preceded ‘killed’ ”” and “ ‘killed’ preceded ‘Caenar’ , I must again
be aware of the time-order of the words in these sentences. We
must, therefore, be awarc ot the time-order of events in cases
in which we do not assert that they have that time-order, for
otherwise we should fall into an endless regress. What is it that
we are aware of in such a case?

The following is a theory which might be suggested: when
we hear the word “Brutus”, there is an experience analogous to
that of the graduall\ fading tone of a bell; if the word was
heard a moment ago, there is still now an akoluthic sensation,
analogous to that of a momer+t ago, but fainter. Thus when we
have just finished hearing the sentence “Brutus killed Caesar”,
we are still having an auditory sensation which might be repre-
sented by

Brutus xiLLep CAESAR;

whereas when we have just finished hearing “Caesar killed
Brutus”, our sensation may be 1cpresented by

Caesar xiLLep BRUTUS.

These are different sensations, and it is this difference—so it may
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be contended—that enables us to recognize order in time.
According to this theory, when we distinguish between *““Brutus
killed Caesar” and “Caesar killed Brutus”, ave are distinguishing,
not between two wholes composed of exactly similar parts which
are successive, but between two wholes composed of somewhat
dissimilar parts which are simultaneous. Each of these wholes is
characterized by its constituents, and does not need the further
mention of an arrangement.

In this theory there is, no doubt, an: element of truth. It seems
clear, as a matter of psychology, that there are occurrences, which
may be classed as sensations, in which a present sound is com-
bined with the fading ghost of a sound heard a moment ago.
But if there were no more than this, we should not know that
past events have occurred. Assuming that there are akoluthic
sensations, how do we know their Ifxeness to and difference from
sensations in their first vigour? If we only knew present occur-
rences which are in fact related to past occurrences, we should
never know of this relationship. Clearly we do sometimes, in
some sense, know the past, not by inference from the present,
but in the same direct way in which we know the present. For
if this were not the case, nothing in the present could lead us
to suppose that there was a past, or even to understand the
supposition.

" Let us revert to the proposition: “if x precedes y, y does not
precede x”. It seems clear that we do not know this empirically,
but it does not seem to be a proposition of logic.* Yet I do not
see how we can say that it is a linguistic convention. The pro-
position “x precedes y” can be asserted on the basis of expe-
rience. We are saying that, if this experience occurs, no experience
will occur such as would lead to *y precedes x”. It is obvious
that, however we re-state the matter, there must always be a
negation somewhere in our statement; and I think it is also fairly
obvious that negation brings us into the realm of language.
When we say “y does not precede x”, it might seem that we

<
* To decide this question, we need a discussion of proper names, to which
we shall come later.
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can only mean: “the sentence ‘y precedes x” is false”. For if we
adopt any other interpretation, we shall have to admit that we
can perceive negative facts, which seems preposterous, but per-
haps is not, for reasons to be given lateér. I think something
similar may be-said about “if”’: where this word occurs, it must
apply to a sentence. Thus it seems that the proposition we are
investigating should be stated: “at least one of the sentences
‘x precedes ¥y’ and ‘y precedes x’ is false, if x and y are proper
nanies of events”. To carry the matter further demands a defini-
tion of falsehood. We will therefore postpone this question until
we have reached the discussion of truth and falsehood.

Parts of speech, as they appear in grammar, have no very
imtimate relation to logical syntax. “Before” is a preposition and
“precedes” is a verb, but they mean the same thing. The verb,
which might seem essential te a sentence, may be absent in many
languages, and even in English in such a phrase as “more haste,
less speed”. It is possible, however, to compose a logical lan-
guage with a logical syntax, and to find, when it has been con-
structed, certain suggestions in ordinary language which lead up
to it.

The most complete part of logic is the theory of conjunctions.
These, as they occur in logic, come only between whole sen-
tences; they give rise to molecular sentences, of which the atoms
are separated by the conjunction.. This part of the subject is
so fully worked out uiat we need waste no time on it. Moreover,
all the earlier problems with which we are concerned arise in
regard to sentences of atomic Jorm.

Let us consider a few sentences: (1) this is yellow; (2) this is
before that; (3) A gives a book to B.

(1) In “this is yellow”, the word “this” is a proper name.
It is truz that, on other occasions, othcr objects are called “this”,
but that is equally true of “John”: when we say “here’s John”,
we do not mean “here is some member of the class of people
called ‘John’””; we regard the name as belonging to only one
person. Exactly the same is true of ‘this”.* The word “men”

* The word *““this” will be discussed in the chapter on “‘Egocentric Particulars”.
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is applicable to all the objects called severauy ~a man”, but the
word “these” is not applicable to all the objerts severally called
“this” on different occasions.

The word “yellow” is more difficult. It seems to mean, as
suggested above, “similar in colour to a certain object”, this
object being yellow by definition. Strictly, of course, since there
are many shades of yellow, we need many objects which are
yellow by definition: but one may ignore this complication. But
since we can distinguish similarity in colour from similarity in
other respects (e.g. shape), we do not avoid the necessity of a
certain degree of abstraction in arriving at what is meant by
“yellow”.* We cannot see colour without shape, or shape with-
out colour; but we can perceive the difference between the simi-
larity of a yellow dircle to a yellow triangle and the similarity
of a yellow circle to a red circle. It would seem, therefore, that
sensible predicates, such as “yellow”, “red”, “loud”, “hard”,
are derived from the perception of kinds of similarity. This
applies also to very general predicates such as “visual”, “audible”,
“tactile”. Thus to come back to “this is yellow”, the meaning
seems to be “this has colour-similarity to that”, where “this”
and “that” are proper names, the object called “that” is yellow
by definition, and colour-similarity is a dual relation which can
be perceived. It will be observed that colour-similarity is a
symmetrical relation. That is the reason which makes it possible
to treat “yellow” as a predicate, and to ignore comparison. Per-
haps, indeed, what has been said about the comparison applies
only to the learning of the word “yellow”; it may be that, when
learnt, it is truly a predicate.¥

(2) “This is before that” has already been discussed. Since
the relation “before” is asymmetrical, we cannot regard the pro-
position as assigning a common predicate to this and that. And
if we regard it as assigning different predicates (e.g., dates) to

* But consider Carnap’s Logischer Aufbau; yellow = (by definition) a group
all similar to this and each other, and not all similar to anything outside the
group. This subject will be discussed in Chapter VI.

t This question has no substance. The object is to construct a rainimum
vocabulary, and in this respect it can be done in two ways.
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this and that; these predicates themselves will have to have an
asymmetrical relation correspondmg to “before”. We may, for-
mally, treat the propoition as meaning “the date of this is earlier
than the date of that”, but “earlier” is an ‘asymmetrical relation
just as “before” was. It is not easy to find a logical method of
manufacturing asymmetry out of symmetrical data.*

The word “before”, like the word “‘yellow”, may be derived
from comparison. We may start from some very emphatic case
of sequence, such as a clock striking twelve, and, by taking other
cases of sequence which have no other obvious resemblance to
the striking clock, gradually lead to a concentration of attention
on sequence. It seems clear, however—whatever may be the case
in regard to “yellow”—that in regard to *“before” this only
applies to the learning of the word. The meaning of such words

as “before” or “colour-similafity” cannot always be derived from
comparison, since this would lead to an endless regress. Com-
parison is a necessary stimulus to abstraction, but abstraction
must be possible, at least as regards similarity. And if possible
in regard to similarity, it seems pointless to deny it elsewhere.

Te say that we understand the word “before” is to say that,
when we perceive two events A and B in a time-sequence, we
know whether to say “‘A is before B” or “B is before A”, and
concerning one of these we know that it describes what we
perceive.

(3) “A gives a book to B.” This means: “there is an x such
that A gives x to B and x is bookish”—using “bookish”, for
the moment, to mean the defir.ng quality of books. Let us con-
centrate on “A gives C to B”, where A, B, C, a1e proper names.
(The questions raised by “there is an x such that” we will con-
sider presently.) I want to consider what sort of occurrence gives
us evidence of the truth of this statement. If we are to know its

* As to this, Dr. Sheffer has a w.v ~f distinguishing between the couple
x-followed-by-y and the couple y-followed-by-x which shows that it is tech-
nically possible to construct asymmetry out of symmetrical materials. But it
can hardly be maintained that it is more than a technical device.

Another way of dealing with asymmetry will be considered in a later
chapter.
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truth, not by hearsay, but by the evidence of our own senses,
we must see A and B, and see A holding C, moving C towards
B, and finally giving 'C into B's hands. (¥ am assuming that C
is some small object such as a book, not an estate or a copyright
or anything else of which possession is a complicated legal
abstraction.) This is logically analogous to “Brutus killed Caesar
with a dagger”. What is essential is that A, B, and C should all
be sensibly present throughout a finite period of time, during
which the spatial relations of C to A and B change. Schemati-
cally, the geometrical minimum is as follows: first we see three
shapes A;, By, C,, of which C, is close to A, ; then we see three
very similar shapes A,, B;, C,, of which C, is close to B,. (I am
omitting a number of niceties.) Neither of these two facts alone
is sufficient; it is their occurrence in quick succession that is
asserted. Even this is not really dufficient: we have to believe
that A, and A,, B, and B,, C, and C, are respectlvely appearances
of the same material objects, however these may be defined. I
will ignore the fact that “giving” involves intention; but even
so the complications are alarming. At first sight, it would seem
that the minimum assertion involved must be something like
this: “A,, B,, C, are appearances of three material objects at one
time; Ay, B,, C, are appearances of the ‘same’ objects at a slightly
later time; C, touches A, but not B, ; C, touches B, but not A,”.
I do not go into the evidence required to show that two appear-
ances at different times are appearances of the ‘“same” object;
this is ultimately a question for physics, but in practice and the
law-courts grosser methods are tolerated. The important point,
for us, is that we have apparently been led to an atomic form
involving six terms, namely: “the proximity of C; to A, and
its comparative remoteness from B, is an occurrence slightly
anterior to the proximity of C, to B, and its comparative remote-
ness from A,”. We are tempted to conclude that we cannot avoid
ar. atomic form of this degree of complexity if we are to have
sensible evidence of such a matter as one person handing an
object to another person.

But perhaps this is a mistake. Consider the propositions: C;
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1s near A,, C, is far from B,, A, is simultaneous with B,, B, is
simultaneous with*C,, A, is slightly anterior to A,, A, is simul-
taneous with B,, B, is simultaneous with G, G, is near By, G,
is far from A,. This set of nine propositions is logically equivalent
to the one proposition involving A,, B,, C,, A;, B,, C,. The one
proposition, therefore, can be an inference, not a datum. There
is still a difficulty: “near” and “far” are relative terms; in astro-
nomy, Venus is near the earth, but not from the point of view
of a person handing something to another person. We can, how-
ever, avoid this. We can substitute “C, touches A,” for “C, is
near A,”, and “something is between C, and B,” for “C, is far
from B,”. Here “touching” and *between” are to be visual data.
Thus the three-term relation “between” seems the most complex
datum required.

The importance of, atomic’ forms and their contradictories is
that—as we shall see—all propositions, or at least all non-
psychological propositions justified by observation without in-
ference are of these forms. That is to say, if due care is taken,
all the sentences which embody empirical physical data will assert
or deny propositions of atomic form. All other physical sentences
can theoretically be either proved or disproved (as the case may
be), or rendered probable or improbable, by sentences of these
forms; and we ought not to include as a datum anything capable
of logical proof or disproof by means of other data. But this is
merely by way of anticipation.

In a sentence of atomic form, expressed in a strictly logical
language, there are a finite nu.mber of proper names (any finite
number from one upwards), and there is one word which is not
a proper name. Examples are: “x is yellow”, “x is earlier than 5",
“x is between y and 7”, and so on. We can distinguish proper
names from other words by the fact that a proper name can
occur in every form of atomi - <»ntence, whereas a word which
is not a proper name can only occur in an atomic sentence which
has the appropriate number of proper names. Thus “yellow”
demands one proper name, “earlier’’ demands two, and “between”’
demands three. Suck terms are called predicates, dyadic relations,

4
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triadic relations, etc. Sometimes, for the sake of uniformity, pre-
dicates are called monadic relations.

I come now to the parts of speech, otker than conjunctions,
that cannot occur in ‘atomic forms. Such are “a”, “the”, “all”,
“some”, “many”, “none”. To these, I think, “not” should be
added; but this is analogous to conjunctions. Let us start with
“a”. Suppose you say (truly) “I saw a man”. It is obvious that
“a man” is not the sort of thing one can see; it is a logical
abstraction. What you saw was some particular shape, to which
we will give the proper name A; and you judged “A is human”.
The two sentences “I saw A” and “A is human” enable you to
deduce “I saw a man”, but this latter sentence does not imply
that you saw A, or that A is human. When you tell me that you
saw a man, I cannot tell whether you saw A or B or C or any
other of the men that exist. What & known is the truth of some
proposition of the form:

“I saw x and x is human”’.

This form is not atomic, being compounded of “I saw x” and
“x is human”. It can be deduced from “I saw A and A is human”;
thus it can be proved by empirical data, although it is not the
sort of sentence that expresses a perceptual datum, since such
a sentence would have to mention A or B or C or whoever it
was that you saw. Per contra, no perceptual data can disprove
the sentence “I saw a man”.

Propositions containing “all” or “none” can be disproved
by empirical data, but not proved except in logic and mathe-
matics. We can prove “all primes except 2 are odd”, because this
follows from definitions; but we cannot prove “‘all men are
mortal”, because we cannot prove that we have overlooked no
one. In fact, “‘all men are mortal” is a statement about everything,
not only about all men; it states, concerning every x, that x is
either mortal or not human. Until we have examined everything,
we cannot be sure but that something unexamined is human but
immortal. Since we cannot examine everything, we cannot know
general propositions empirically.
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No proposition containing zke (in the singular) can be strictly
proved by empirical evidence. We do not know that Scott was
the author of Waverlgy; what we know is that he was an author
of Waverley. For aught we know, someb8dy in Mars may have
also written Waverley. To prove that Scott was the author, we
should have to survey the universe and find that everything in
it either did not write Waverley or was Scott. This is beyond
our powers.

Empirical evidence can prove propositions containing “a” or
“some”, and can disprove propositions containing “the”, “all”’,
or “none”. It cannot disprove propositions containing “a” or
“some”, and cannot prove propositions containing “the”, “all”,
or “none”. If empirical evidence is to lead us to disbelieve pro-
positions about “some” or to believe propesitions about “all”,
it must be in virtue of some principle of inference other than
strict deduction—unless, indeed, there should be propositions
containing the word “all” among our basic propositions.
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Chapter 111

SENTENCES DESCRIBING EXPERIENCES

All persons who have learnt to speak ¢an use sentences to describe
events. The events are the evidence for the truth of the sentences.
In some ways, the whole thing is so obvious that it is difficult to
see any problem; in other ways, it is so obscure that it is difficult
to see any solution. If you say “it is raining”, you may know
that what you say isstrue because you see the rain and feel it and
hear it; this is so plain that nothing could be plainer. But diffi-
culties arise as soon as we try to analyse what happens when we
make statements of this sort on the basis of immediate experience.
In what sense do we “know” an occurrence independently of
using words about it? How can we compare it with our words,
so as to know that our words are right? What relation must
subsist between the occurrence and our words in order that our
words may be right? How do we know, in any given case,
whether this relation subsists or not? Is it perhaps possible to
"know that our words are right without having any non-verbal
knowledge of the occurrence to which they apply?

Let us consider the last point first. It migh: happen that, on
certain occasions, we utter certain words, and feel them to be
right, without having any independent knowledge of the causes
of our utterances. I think this does sometimes happen. You
may, for instance, have been making strenuous efforts to like
Mr. A., but suddenly you find yourself exclaiming “I hate
Mr. A.”, and you realize that this is the truth. The same sort
of thing, I imagine, happens when one is analysed by a psycho-
analyst. But such cases are exceptional. In general, where present
sensible facts are concerned at any rate, there is some sense in
which we can know them without using words. We may notice
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that we are hot or cdld, or that there is thunder or lightning, and
if we proceed to state in words what we have noticed, we merely
register what we alrgady know. I am not maintaining that this
pre-verbal stage always exists, unless we*mean, by “knowing”
an experience,'no more than that we have the experience; but I
do maintain that such pre-verbal knowledge is very common. It
is necessary, however, to distinguish between experiences that
we notice, and others that merely happen to us, though the
distinction is only one of degree. Let us illustrate by some
examples.

Suppose you are out walking on a wet day, and you see a
puddle and avoid it. You are not likely to say to yourself: “there
is a puddle; it will be advisable not to step into it”. But if some-
body said “why did you suddenly stepeaside?”” you would
answer “because I didn’t wAsh to step into that puddle”. You
know, retrospectively, that you had a visual perception, to which
you reacted appropriately; and in the case supposed, you express
this knowledge in words. But what would you have known,
and in what sense, if your attention had not been called to the
matter by your questioner? '

When you were questioned, the incident was over, and you
answered by memory. Can one remember what one never knew ?
That depends upon the meaning of the word “know”.

The word “know” is highly ambiguous. In most senses of the
word, “knowing” an event is a different occurrence from the
event which is known; but there is a sense of “knowing” in
which, when you have an e:perience, there is no difference be-
tween the experience and knowing that you have it. It might be
maintained that we always know our present experiences; but
this cannot be the case if the knowing is something different
from the experience. For, if an experience is one thing and
knowing it is another, the s:pposition that we always know an
experience when it is happeming involves an infinite multiplica-
tion of every event. I feel hot; this is one event. I know that I
feel hot; this is a second event. I know that I know that I feel
hot; this is a third event. And so on ad infinitum, which is absurd.
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We must therefore say either that my pfesent éxperience is
indistinguishable from my knowing it while it is present, or that,
as a rule, we do not know our present experjences. On the whole,
I prefer to use the wordl “know” in a sense which implies that the
knowing is different from what is known, and-to accept the
consequence that, as a rule, we do not know our present experi-
ences. -

We are to say, then, that it is one thing to see a puddle, and
another to know that I see a puddle. *Knowing” may be defined
as “acting appropriately”; this is the sense in which we say that
a dog knows iiis name, or that a carrier pigeon knows the way
home. In this sense, my knowing of the puddle consisted of my
stepping aside. But this is vague, both because other things might
have made me step a&side, and because “appropriate” can only
be defined in terms of my desires. d might have wished to get
wet, because I had just insured my life for a large sum, and
thought death from pneumonia would be convenient; in that
case, my stepping aside would be evidence that I did not see the
puddle. Moreover, if desire is excluded, appropriate reaction to
certain stimuli is shown by scientific instruments, but no one
would say that the thermometer “knows” when it is cold.

What must be done with an experience in order that we may
know it? Various things are possible. We may use words
describing it, we may remember it either in words or in images,
or we may merely “notice” it. But “noticing” is a matter of
degree, and very hard to define; it seems to consist mainly in
isolating from the sensible environment. You may, for instance,
in listening to a piece of music, deliberately notice only the part
of the ’cello. You hear the rest, as is said, “unconsciously”’—but
this is a word to which it would be hopeless to attempt to attach
any definite meaning. In one sense, it may be said that you
“know” a present experience if it rouses in you any emotion,
however faint—if it pleases or displeases you, or interests or
bores you, or surprises you or is just what you were expecting.

There is an important sense in which you can know anything
that is in your present sensible field. If somebody says to you
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“are you now seeilg yellow?” or “do you near a noise?” you
can answer with perfect confidence, even if, until you were
asked, you were notgoticing the yellow or the noise. And often
you can be sure that it was already therd before your attention
was called to'it.

It seems, then, that the most immediate knowing of which we
have experience involves sensible presence plus something more,
but that any very exact definition of the more that is needed is
likely to mislead by its very exactness, since the matter is essen-
tially vague and one of degree. What is wanted may be called
“attention”; this is partly a sharpening of the appropriate sense-
ofgans, partly an emotional reaction. A sudden loud noise is
almost sure to command attention, but so does a very faint sound
that has emotional significance.

Every empirical propositien is based upon cne or more sensible
occurrences that were noticed when they occurred, or immediately
after, while they still formed part of the specious present. Such
occurrences, we shall say, are “known” when they are noticed.
The word “‘know™ has many meanings, and this is only one of
them; but for the purposes of our inquiry it is fundamental.

Thxs sense of “know” does not involve words. Our next

S -0 = avo
problem is: when we notice an occurrence, how can we formulate
a sentence which (in a different sense) we “know” to be true in
virtue of the occurrence?

If I notice (say; that I am hot, what is the relation of the
occurrence that I notice to the words “I am hot”? We may leave
out “I”, which raises irrelc vant problems, and suppose that I
merely say “there is hotness”. (I say “hotness”, not ‘“heat”,
because I want a word for what can be felt, not for the physical
concept.) But as this phrase is awkward, I shall go on saying “I
am hot”, with the above proviso as t what is meant.

Let us be clear as to our present problem. We are no longer
concerned with the question: fiow can I know that I am hot?”
This was our previous question, which we answered—however
unsatisfactorily—by merely saying that I notice it. Our question
is not about knowing that I am hot, but about knowing, when
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I already know this, that the words “I am*hot” express what
I have noticed, and are true in virtue of whae I have noticed.
The words “express” and “true”, which eccur here, have no
place in mere noticing) and introduce something radically new.
Occurrences may be noticed or not noticed, but they cannot be
noticed if they do not occur; therefore, so far as mere noticing is
concerned, truth and falsehood do not come in. I do not say that
they come in only with words, for a memory which is in images
may be false. But this may be ignored for the present, and in the
case of a statement purporting to express what we are noticing,
truth and falsehood first make their appearance with the use of
words.

When I am hot, the word “hot” is likely to come into my
mind. This might seem to be the reason for saying “I am hot”.
But in that case what happens when I say (truly) “I am not
hot” ? Here the word *“hot” has come into my mind although my
situation is not of the kind that was supposed to have this effect.
I think we may say that the stimulus to a proposition containing
“not” is always partly verbal; some one says “are you hot?”
and you answer “I am not”. Thus negative propositions will
arise when you are stimulated by a word but not by what usually
stimulates the word. You hear the word “hot” and you do not
feel hot, so you say “no” or “I am not hot”. In this case the word
is stimulated partly by the word (or by some other word), partly
by an experience, but not by the experience which is what the
word means.

The possible stimuli to the use of a word are many and various.
You may use the word “hot” because you are writing a poem in
which the previous line ends with the word “pot”. The word
“hot” may be brought into your mind by the word “cold”, or
by the word “equator”, or, as in the case of the previous dis-
cussion, by the search for some very simple experience. The
particular experience which is what the word “hot” means has
some connection with the word over and above that of bringing
the word to mind, since # shares this connection with many

-other things. Association is an essential part of the connection
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between being hot and the word “hot”, but is not the
whole.

The relation between an experience and a word differs from
such other associations as have been just*mentioned, in the first
place, by the fact that one of the associated items is not a word.
The association between “hot” and “cold”, or between “hot”
and “pot”, is verbal. This is one important point, but I think
there is another, suggested by the word “meaning”. To_mean
is to intend, and in the use of words there is generally an intention,
which is more or less social. When you say ™I am hot”, you
give information, and as a rule you intend to do so. When you
give information, you enable your hearer to act with reference
to a fact of which he is not directly aware; that is to say, the
sounds that he hears stimulate an aciion, ©n his part, which is
appropriate to an experience that you are having but he is not.
In the case of “I am hot”, this aspect is not very noticeable,
unless you are a visitor and your words cause your host to open
the window although he is shivering with cold; but in such a
case as “look out, there’s a car coming”, the dynamic effect on
the hearer is what you intend.

An utterance which expresses a present sensible fact is thus,
in some sense, a bridge between past and future. (I am thinking
of such utterances as are made in daily life, not of such as philo-
sophers invent.) The sensible fact has a certain effect upon A,
who is aware of it; .1 wishes B to act in a manner which is ren-
dered appropriate by this fact; therefore A utters words which
“express” the fact, and whic *, he hopes, will cause B to act in a
certain way. An utterance which truly expresses a present sensible
fact enables the hearer to act (to some extent) as he would if the
fact were sensible to him.

The hearer who is relevant to the truth of a statement may be
a hypothetical hearer, not necessarily an actual one. The state-
ment may be made in solituce, or to a deaf man, or tc a man
who does not know the language used, but none of these circum-
stances affects its truth or falsehood.e The hearer is assumed to
be a person whose senses and linguistic habits resemble those of
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the speaker. We may say, as a preliminary’ rather’ than a final
definition, that a verbal utterance truly expresses a sensible fact
when, if the speaker had heard the uttegance without being
sensible of the fact, he would have acted as a result of the
utterance as he did act as a result of the sensible fact.

This is unpleasantly vague. How do we know how the man
would have acted? How do we know what part of his actual
action is due to one feature of the environment and what to
another? Moreover it is by no mean: wholly true that words
produce the same effects as what they assert. “Queen Anne is
dead” has very little dynamic power, but if we had been present
at her deathbed the fact would probably have produced vigorous
action. This example may, however, be ruled out, since we are
concerned with the werbal expression of present facts, and his-
torical truth may be left to be considered at a later stage.

I think intention is only relevant in connection with sentences,
not with words, except when they are used as sentences. Take
a word like “hot”, of which the meaning is sensible. It may be
maintained that the only non-verbal stimulus to this word is
something hot. If, in the presence of something hot, the word
“cold” comes into my mind, that will be because the word “hot”
has come first, and has suggested the word “cold”. It may be
that every time I see a fire I think of the Caucasus, because of the
lines:

Can one hold a fire in his hand
By thinking on the frosty Caucasus?

But the intermediate verbal association is essential, and I shall
not be led into the error of supposing that “Caucasus” means
“fire”. We may, then, say: if certain situations suggest a certain
word without any verbal intermediary, the word means those
situations, or something that they have in common. And in such
a case the hearing of the word will suggest some situation of the
kind in question. When I speak of a word “suggesting” a situa-
tion, I mean something notwvery definite, which may be an image
or an action or an incipient action.
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A sentence, we shall say, differs from a word by having an
intention, which may be only that of communicating information.
But it is from the meanings of words that it derives its power of
fulfilling an intention. For when a man ttters a sentence, it is
owing to the meanings of the words that it has power to influence
the hearer’s actions, which is what the speaker intends it to do.

Sentences that describe experiences must contain words that
have that kind of direct relation to sense that belongs to such
a word as “hot”. Among such words are the names of colours,
the names of simple and familiar shapes, loud, hard, soft, and
so on. Practical convenience mainly determines what sensible
qualities shall have names. In any given case, a number of words
are applicable to what we experlence Suppose we see a red circle
in a blue square. We may say “red inside blue”” or “circle inside
square”. Each is an immediate verbal expression of an aspect
of what we are seeiig; each is completely verified by what we
are seeing. If we are interested in colours we shall say the one,
and if in geometry the vther. The words that we use never exhaust
all that we could say about a sensible experience. What we say is
more abstract than what we see. And the experience that justifies
our statement is only a fraction of what we are experiencing at
the moment, except in cases of unusual concentration. As a rule
we are aware of many shapes, noises, and bodily sensations in
addition to the one that justifies our statement.]

Many statements .ased upon immediate experience are much
more complex than “I am hot”. This is illustrated by the above
example of “circle inside squ wre” or “red inside blue” or “red
circle inside blue square”. Such things can be asserted as direct
expressions of what we see. Similarly we can say “this is hotter
than that” or “this is louder than that”, as the direct result of
observation; and “this is before that” if both are within one
specious present. Again: if A is a circular patch of blue, B a
circular patch of green, and .. a circular patch of yellow, all
within one visual field, we can say, as expressing what we see,
“A is more like B than like C”. There is, so far as I know, no
theoretical limit to the complexity of what can be perceived.
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When I speak of .the complexity of what ¢an be perceived, the
phrase is ambiguous. We may, for instance; observe a visual
field, first as a whole, and then bit by bit, as would be natural
in looking at a picturd in a bad light. We gradually discover that
it conrains four men, a woman, a baby, an ox, and an ass, as well
as a stable. In a sense we saw all these things at first; certainly we
can say, at the end, that the picture has these parts. But there may
be no moment when we are analytically aware, in the way of
sense-perception, of all these parts and their relations. When I
speak of complexity in the datum, I mean more than what happens
in such a case: I mean that we are noticing several interrelated
things as several and as interrelated. The difference is most
obvious in the case of music, where one may hear a total sound
or be aware of thesseparate instruments and of the ingredients
that make up the total effect. It iseonly in the latter case that I
should speak of complexity in the auditory datum. The com-
plexity that I am interested in is measured by the logical form of
the judgment of perception; the simplest is a subject-predicate
proposition, e.g. “this is warm”; the next is e.g. “‘this is 10 the
left of that”; the next e.g. “this is between that and the other”;
and so on. Composers and painters probably go furthest in
capacity for this kind of complexity.

~ The important point is that such propositions, however
complex they may become, are still directly based on experience,
just as truly and completely as “I am warm”. This is quite a
different matter from Gestalt as dealt with in Gestalt-psychology.
Take (say) perception of the ten of clubs. Any person used to
cards sees at once that it is the ten of clubs, and sees it by a per-
ception of Gestalt, not analytically. But he can also see that
it consists of ten similar black patterns on a white ground. This
would be a remarkable feat, but in the case of the two or the three
it would be easy. If, looking at the two of clubs, T say “this
surface consists of two similar black patterns on a white ground”,
what I say is not merely an analysis of a visual datum, but is
itself an expression of a visual datum; that is to say, it is a propo-
sition which I can know by the use of my eyes, without any need
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of inference. It is true that the proposition can.be inferred from
“this is a black pattern on a white ground”, “so is that” and “this
is similar to that”, but jn fact it need not be so inferred.

There is, however, an important distindtion between propo-
sitions which cannot be inferred and propositions which could
be but are not. Sometimes it is very difficult to know to which
class a proposition belongs. Take again the two of clubs, and the
proposition “this is similar to that” applied to the two pippets.
We may give a name to the shape, and call it “clover-shaped”.
Thus we can say “this is clover-shaped” and “that is dover-
shaped”; also “this is black” and “that is black”. We may infer
“this and that are similar in shape and colour”. But this is, in
some sense, an inference from the similarity of the two verbal
utterances “‘clover-shaped” and the twoe verbal utterances
“black”. Thus a propa:ition ef the form “this is similar to that”,
if not itself an expression of a sensible datum, must, it would
seem, be derived from premisses of which at least one is of the
same form. Suppose, for example, that you are conducting
experiments in which it is important to record colour. You observe
black, and speak tne werd “‘black” into your dictaphone. On a
subsequent day you do the same thing again. You may then, on a
third occasion, cause your dictaphonc to repeat the two utterances
“black”, which you observe to be similar. You infer that the
colours you saw on two differen. days were similar. Here the
dictaphone is inessen.ial. If you see two black patches in quick
succession, and say, in each case, “this is black”, you may,
immediately afterwards, rem: mber your words but have no
visual memory of 1he patches; in that case, you infer the similarity
of the patches from that of the two utterances “black”. Thus®
language affords no escape from similarity to identity.

In such cases, the question as to what is inference and what is
not is one that has, psycholoqically, no one definite answer.

In theury of knowledge, it 1+ :iatural to atrempt to reduce our
empirical premisses to a minimum. If there are three propositions
P» 9, 7, all of which we assert on the basis of direct experience,
and if 7 can be logically inferred from p and ¢, we shall dispense
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with 7 as a premiss in theory of knowledge.’In the above instance,
we see “those are both black”. But we can see “this is black”
and “that is black” and infer “those aresboth black”. But this
matter is not so simple as it looks. Logic deals, not with verbal
or sentential utterances, but with propositions, ‘or at least sen-
tences. From the standpoint of logic, when we know the two
propositions “this is black™ and “that is black”, the word “black”
occurs in both. But as an empirical psychological fact, when we
utter the two sentences, verbal utterances occur which are two
different instances of the word “black”, and in order to infer
“this and that are black” we need a further empirical premiss;
“the first utterance ‘black’ and the second utterance ‘black’ are
both instances of the word ‘black’.” But in each case I can only
utter an instance of*the word, not the word itself, which remains
immovably in a Platonic heaven

Logic, and the whole conception of words and sentences
as opposed to verbal and sentential utterances, is thus incurably
Platonic. When I say “this is black” and “that is black”, I want
to say the same thing about both, but I fail to do so; I only
succeed when [ say “this and that are black”, and then I say
something different from either of the things I had previously
said about this and about that. Thus the sort of generality that
.seems to be involved in the repeated use of the word “black™ is
an illusion; what we really have is similarity. To perceive the
similarity of two utterances of the word “black” is the same kind
of thing as to perceive the similarity of two black patches. But
in fact, when we use language, it is not necessary to perceive
similarity. One black patch causes one verbal utterance “black”,
and another causes another; the patches are similar, and their
verbal effects are similar, and the effects of the two verbal utter-
ances are similar. These similarities can be observed, but need
not be; all that is necessary is that they should in fact exist.
The importance of the question is in connection with logic and
the theory of universals. And it shows how complicated are the
psychological presuppositions of the doctrine, which logic takes
for granted, that the same word can occur on different occasions,
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in different sentential*utterances and even in different sentences.
This, if we are notecareful, may be just as misleading as it would
be to infer that an okapi may be simultaneously in London and
New York, on the ground that “an okapi is now in London”
and “‘an okapi is now in New York” may be both true.

To return from this excursion into logic, let us consider further
what happens when we pass from a Gestalt-perception tn an
analytic perception, e.g. from “there is the two of clubs”, when
we perceive the whole shape as a unity, to “there are two similar
black marks on a white ground”, where we see the parts of the
shape and their interrelations. Familiarity with one kind of
sensible material affects such analytic judgments. You are aware
that a pack of cards contains thirteen clubs and four twos, and
you have the habit of the twofold classification of cards. This,
however, works both ways. I¢ enables you to recognize a ten by
the pattern, whereas a person unfamiliar with cards mxght have
to count up to ten—not in order to see that the pattern is different
from a nine or an eight, but in order to give it its name.

It is easy to exaggerate what is necessary, for instance in
counting. If you have to count a heap of nuts and you possess the
motor habit of saying “one, two, three . . .” in the right order,
you can drop the nuts one by one into a bag, saying a number
each time, and at the end you will have counted them without any
need of memory or of apprehending numbers except as a string
of sounds coming in a certain order as the result of habit. This
illustrates how much more words seem to know than is known
by the person who uses them. In like manner, a black object may
cause you to say “this is black” as a result of a mere mechanism,
without any realization of the meaning of your words. Indeed,
what is said in this thoughtless way is perhaps more likely to be
true than what is said deliberately; for if you know English there
is a causal connection between a black object and the word “black”
which there is not between the same object and the name of a
different colour. This is what gives such a high probability of
truth to sentences stimulated by the presence of the objects to
which they refer.
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When you see.a black object and say “this is black™, you are
not, as a rule, noticing that you say these wosds; you know the
thing is black, but you do not know that ypu say it is. I am using
“know” in the senst of “notice”, explained above. You can
notice yourself speaking, but you will only do so if, for some
reason, your speaking interests you as much as the object does—
if, e.g., you are learning the language or practising elocution.
If you are—as we are—studying the relation of language to
other facts, you will notice a connecticn between your words and
the black object, which you might express in the sentence: “I
said ‘this is black’ because it is black”. This “because” demands
close scrutiny. I have discussed this question in “The Limits of
Empiricism”, Proceedings of the Aristotelian Society, 1935-6.
At present I shall cenfine myself to a brief repetition of the rele-
vant parts of that paper.

We are concerned here with the relations’of threc propositions:

“There is a black patch”, which we will call “p”;

+ “I said ‘there is a black patch’ . which we will cal

“I said ‘there is a black patch’ because a black patch is there”,
which we will call “”.

In regard to r two questions arise: first, how do I kndw it?
second, what is the meaning of the word “because” as it occurs
in this proposition ?

[As to the first question, I do not see how 1o escape from the
view that we know r, as we know p and ¢, because it is a sentence
expressing an experience. But before we can adequately consider
this view, we must be a little more definite about g, which may
mean merely that I made certain noises, or may mean that I made
an assertion. The latter says more than the former, since it states
that the noises were made with a certain intention. I might have
said “there is a black patch”, not because 1 wished to assert it,
but because it is part of a poern. In that case, r would have been
untrue. Therefore, if r is to be true, it is not sufficient that I should
make the noises which constitute a sentential utterance of ¢,
but I must make them with the intention of making an assertion
about a present sensible fact, )

6o
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But this is"somewhat too definite and explicit. “Intention”

suggests something conscious and deliberate, which ought not
to be implied. Wordsemay result from the environment just as
directly as the sound “ow” when I am hurt. If some one asks
“why did you say ‘ow’?” and I reply “because I had a twinge
of toothache”, the “because” has the same meaning as in our
proposition 7: in each case it expresses an ohserved connection
between an experience and an utterance. We can use a word
correctly without observing tliis connection, but it is only by
observing the connection that we can explicitly know the meaning
of a word, providing the word is not one which has a verbal
definition, but one which we learn by confrontation with what it
means. The difference between a cry of pair: and the word “black”
is that the former is an unconditioned reflexy which the latter is
not; but this difference does ot involve a difference in the word
“because”. People who have learnt a certain language have
acquired an impulse to use certain words on certain occasions,
and this impulse, when it hos been acquired, is strictly analogous
to the impulse to cry when hurt.
{ We may have vacious reasons for uitering the sentence “there
is a black patch”. The fact may be so interesting that we exclaim
without thought; we may wislt to give information; we may wish
1o attract someone’s attention to what is happening; we may
wish to deceive; we may, as in :eciting poetry, Le utrering the
words without asserung anvthing. We can know, if we choose,
which of these was our reason for utrering the words, and we
know this by observation—i.:e kind of observation that is called
imrospcction} In each case we have an ohserved connection
between two experiences. The simplest case is that in which the
sight of the black patch is the reason for the exclamation “there
is a black patch!” This is the cise contemplated in our proposition
r. But the further discussien of the *‘because” which occurs
in the proposition r must be postpuned until we have considered
propositional artitudes.
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Chapter IV

THE OBJECT-LANGUAGE

Te 'rski, in his important book Der Wahrheitsbegriff in den form-
aliste, Sprachen, has shown that the words “true” and “false”,
a al;‘Lhed to the sentences of a given language, always require
?I'nh .Janguage, of higher order, for their adequate definition.
th: aception of a hlemrchy of languages is involved in the

of the TV of types, which, in some form, is necessary for the solution
»aradoxes; it plays an impogtant part in Carnap’s work as

ell as, s
“:em s n Tarski’s. I suggested it in my introduction to Wittgen-
s ly ;[' ractatus, as an escape from his theory that syntax can

“shown”, not expressed in words. The arguments for
the necessity of a hierarchy of languages are overwhelming,
and I shall henceforth assume their validity.*

* These arguments are derived from the paradoxes; their applicability to the
words *‘true” and “‘false” is derived from the paradox of the liar.

The inference from the paradox of the liar is, in outline, as follows; A man
says ““I am lying”, i.e. “‘there is a proposition p such that I assert p and p is false”,
We may, if we hke, make the matter more precise by supposing that, at .30, he

ys “between 5.29 and 5.31 I make a false statement”, but that throughout the
rest of the two minwses concerned he says nothing. Let us call this statement
*g”. If g is true, he makes a false statement during the crucial two minutes; but
q lS his only statement in this period: therefore ¢ must be false. But if ¢ is false,
then every statement that he makes during the two minutes must be true, and
therefore ¢ must be true, since he makes it during the two minutes, Thus if g is
true it is false, and if it is false it is true.

Let “A(p)” mean “I assert p between 5.29 and 5.31”". Then ¢ is ‘“‘there is a
proposition p such that A(p) and p is false”. The contradiction emerges from the
supposition that ¢ is the proposition p in question. But if there is a hierarchy of
meanings of the word *‘false” corresponding to a hierarchy of propositions, we
shall have to substitute for ¢ something more definite, i.e. “there is a proposition
p of order n, such that A(p) and p has falsehood of order »’’. Here n may be any
integer: but whatever integer it s, ¢ will be of order # -+ 1, and will not be capable
of truth or falsehood of order n. Since I make no assertion of order a, g is false,
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The hierarchy must extend upwards indefinitely, but not
‘downwards, since, jif it did, language could never get started.
There must, therefore, be a language of lowest type. I shall
define one such language, not the only possrble one.* I shall call

this sometimes the “object-language”, sometimes the “primary
language” My purpose, in the present chapter, is to define and
describe this basic language. The languages which follow in the
hierarchy I shall call secondary, tertiary, and so on; it is to be
understood that each language contains all its predecessors.

The primary language, we shall find, can be defined hoth
logically and psychologically; but before attempting formal
definitions it will be well to make a preliminary informal explora-
tion.

It is clear, from Tarski’s argument, that the words “true”
and “false” cannot occur in ghe primary language; for these
words, as applied to sentences in the n language, belong to the
(n + 1)* language. This does not mean that sentences in the
primary language are neither true nor false, but that, if “p” is a
sentence in this language, the two sentences “p is true and

‘p is false” belong to the secondary language. This is, indeed,
obvxous apart from Tarski’s argument. For, if there is a pnma:_'z
language, its words must not be such as presuppose the existence
of a language. ‘Now “true’” and “false” are words applicable to
senitences, and thus presuppose the existence of language. a
do not mean to deny .hat a memory consisting of images, not
words, may be “true” or “false’”; but this is in a somewhat
different sense, which need n«.. concern us at present.) In the
primary language, therefore, though we can make assertions, we
cannot say that our own assertions or those of others are either
true or false.

When I say that we make assertions in the pnmary language,
I must guard against a misunderstanding, for the word ““assertion”

and, since ¢ is> not a possible value of p, t:1c argument that g is also true collapses.
The man who says ‘I am telling a lie of order ' istelling a lie, but of order
n + 1. Other ways of evading the paradox have been suggested, but have not
been satisfactory.

* My hierarchy of languages is not identical with Carnap’s or Tarski’s.
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is ambiguous. It is used, sometimes, as the antithesis of denial,
and in this sense it cannot occur in the primery language. Denial
presupposes a form of words, and proceers to state that this form
of words is false. The word *“not” is only significant when attached
to a sentence, and therefore presupposes language. Consequently,
if “p” is a sentence of the primary language, “not-p” is a sentence
of the secondary language. It is easy to fall into confusion, since
“p”, without verbal alteration, may express a sentence only pos-
sible in the secondary language. Suppose, for example, you have
taken salt by mistake instead of sugar, and you exclaim “this is
not sugar”. This is a denial, and belongs to the secondary l.mguage.
You now use a different sprinkler, and say with relief “this is
sugar”. Psychologically, you are answering affirmatively the
question “is this cugar?”’ You are in fact saying, as unpedantic-
ally as you can: “the sentence “kis is sugar' is truc”. Therefore
what you mean is something which cannot he said in the primary
language, althougls the same form of words can express « sentence
in the primary language. The assertion which is the aniithesis
of denial belongs to the secondary language; the assertion which
belongs to the primary language has no antithesis.

Just the same kind of considerations as apply to "‘not” apply
to “or” and “but” and conjunctions generally. Conjunctions,
as their name implies, join other words, and have no meaning in
isolation; they therefore presuppose the existence of a language.
The same applies to “all” and “sume”; you can only have all
of something, or some of something, and in the absence of other
words “all” and *‘some” are meaningless. This arguments also
applies to “the”.

Thus logical words, without exception, are absent from the
primary language. All of them, in fact, presuppose propositional
forms: “not” and conjunctions presuppose propositions, while
“all” and *“‘some” and “the” presuppose propositional fu.i tions.

Ordinary language contains a number of purely syntactical
words, such as *“‘is” and “than”, which must obviously be
excluded from the primary language. Such words, unlike those
that we have hitherto considered, are in fact wholly unnecessary,
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and do not appear im symbolic logical languages. Instead ot
“A is earlier than B” we say “A precedes B”; instead of “A is
yellow” a logical langyage will say “yellow (A)”; instead of
“there are smiling villains” we say: it is false that all values of
“either x does not smile or x is not a villain” are false. “Existence”
and “Being”, as they occur in traditional metaphysics, are
hypostatized forms of certain meanings of “is”. Since “is” does
not belong to the primary language, “existence” and “being”,
if they are to mean anything, must be linguistic concepts not
directly applicable to objects.

There is another very important class of words that must be
at least provisionally excluded, namely such words as “believe”,
“desire”, ““doubt”, all of which, when they occur in a sentence,
must be followed by a subordinate sentencestelling what it is
that is believed or desired or doubted. Such words, so far as I
have been able to discover, are always psychological, and involve
what 1 call “propositional attitudes”. For the present, I will
merely point out that they differ from such words as *or” in
an importan respect, namely that they are necessary for the
descripticn of observable phenomena. If I want to sce the paper,
that is a fact which I can easily observe, and yet “want” is a
word which has to be followed by a subordinate sentence if
anything significant is te result. Such words raise problems,
and are perhaps capable of being znalysed in such a way as to
make them able to take their place in the primary language. But
as this is not prima facie possible, 1 shall for e present assume
that they are to be excluded. 1 ‘hall devote a later chapter to the
discussion of this subject.

We can now partially define the primary or object-language as
a language consisting wholly of “ob,ect-words”,” where “object-
words” are defined, logically, as wrrds having meaning in
isolation, and, psychologicallv, as words which have been
learnt without its being necessary 10 have previously learnt any
other words. These two definitions are not strictly equivalent,

* There must be syntax, bur it need not be réhdered explicit by the use of
syntactical words, such as *“is”.
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and where they, conflict the logical definition is to be preferred.
They would become equivalent if we were allowed to suppose
an indefinite extension of our perceptive faculties. We could not,
in fact, recognize a' chiliagon by merely looking at it, but we
can easily imagine beings capable of this feat. On the other hand,
it is clearly impossible that any being’s knowledge of language
should begin with an understanding of the word ““or”, although
the meaning of this word is not learnt from a formal definition.
Thus in addition to the class of actual object-words, there is a
class of possible object-words. For many purposes the class of
actual and possible object-words is more important than the
class of actual object-words.

In later life, when we learn the meaning of a new word, we
usually do so throigh the dictionary, that is to say, by a definition
in terms of words of which we zlready know the meaning. But
since the dictionary defines words by means of other words,
there must be some words of which we know the meaning without
a verbal definition. Of these words, a certain small number do
not belong to the primary language; such are the words “or”
and “not”. But the immense majority are words in the primary
language, and we have now to consider the process of learning
what these words mean. Dictionary words may be ignored, since
they are theoretically superfluous; for wherever they occur they
can be replaced by their definitions.

In the learning of an object-word, there are four things to be
considered: the understanding of the heard word in the presence
of the object, the understanding of it in the absence of the object,
the speaking of the word in the presence of the object, and the
speaking of it in the absence of the object. Roughly speaking, this
is the order in which a child acquires these four capacities.

Understanding a heard word may be defined behaviouristi-
cally or in terms of individual psychology. When we say that a
dog understands a word, all that we have a right to mean is that
he behaves in an appropriate manner when he hears it; what he
“thinks” we cannot know. Consider, for example, the process
of teaching a dog to know his name. The process consists of
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calling him, rewarding him when he comes, and punishing him
when he does nots We may imagine that, to the dog, his name
means: “either I shall be rewarded because I approach my master,
or I shall be punished because I do not”."Which alternative is
considered the more probable is shown by the tail. The associa-
tion, in this case, is a pleasure-pain association, and therefore
imperatives are what the dog understands most easily. But he
can understand a sentence in the indicative, provided its content
has sufficient emotional importance; for instance, the sentence
“dinner!” which means, and is understood to mean: “you are
now about to receive the nourishment that you desire”. When 1
say that this is understood, I mean that, when the dog hears the
word, he behaves very much as he would if you had a plate of
food in your hand. We say the dog “knows”%he word, but what
we ought to say is that the word produces behaviour similar to
that which the sight or smell of a dinner ouw of reach would
produce.

The meaning of an object-word can only be learnt by hearing
it frequently pronounced in the presence of the object. The asso-
ciation between word and object is just like any other habitual
association, e.g. that between sight and touch. When the associa-
tion has been established, the object suggests the word, and the
word suggests the object, just as an object seen suggests sensations
of touch, and an object touched in the dark suggests sensations of
sight. Association and habit are not specially connected with
language; they are characteristics of psychology and physiology
generally. How they are to be interpreted is, of course, a difficult
and controversial question, but it is not a question which specially
concerns the theory of language.

As soon as the association between an object-word and what
it means has been established, the word is “understood” in the
absence of the object, that is to say, it “suggests” the object in
exactly the same serse in which sight and touch suggest one
another.

Suppose you are with a man who suddenly says “fox” because
he sees a fox, and suppose that, though you hear him, you do not
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see the fox. What actually happens to you as a result of your
understanding the word “fox”? You look about you, but this
you would have done if he had said “wolf*d or “zebra”. You may
have an image of a fox. But what, from the observer’s standpoint,
shows your understanding of the word, is that you behave
(within limits) as you would have done if you had seen the fox.

Generally, when you hear an object-word which you under-
stand, your behaviour is, up to a point, that which the object
itself would have caused. This may accur without any *‘mental”
intermediary, by the ordinary rules of conditioned reflexes,
since the word has become associated with the object. In the
morning you may be told “breakfast is ready”, or you may
smell the bacon. Either may have the same effect upon your
actions. The association between the smell and the bacon is
“natural”, that is to say it is not a result of any human behaviour.
But the association between the word “breakfast” and breakfast
is a social matter, which exists only for English-speaking people.
This, however, is only relevant when we are thinking of the
community as a whole. Each child learns the language of its
parents as it learns to walk. Certain associations between words
and things are produced in it by daily experience, and have as
much the appearance of natural laws as have the properties of
eggs or matches; indeed they are exactly on the same level so
long as the child is not taken to a foreign country.

It is only some words that are learnt in this way. No one
learns the word “procrastination” by hearing it frequently pro-
nounced on occasions when some one is dilatory. We learn,
by direct association with what the word means, not only proper
names of the people we know, class-names such as “man” and
“dog”, names of sensible qualities such as “yellow”, “hard”,
sweet”, and names of actions such as “walk”, “run”, “eat”,
“drink”, but also such words as “up” and “down”, “in” and
“out”, “before” and “after”, and even “quick” and “slow”.
But we do not learn in this way either complicated words such as
“dodecahedron” or logical words such as “not”, “or”, “the”,
“all”, “some”. Logical words, as we have seen, presuppose
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language; in fact, thay presuppose what, in an earlier chapter,
we spoke of as “atomic forms”. Such words belong to a stage of
language that is no lenger primitive, and should be carefully
excluded from a consideration of those ways of speaking which
are most intimately related to non-linguistic occurrences.

What kind of simplicity makes the understanding of a word
into an example of understanding an object-language? For it is
to be observed that a sentence may be spoken in the object-
language and understood in a language of higher order, or vice
versa. If you excite a dog by saying “rats!” when there are no
rats, your speech belongs to a language of higher order, since it
is not caused by rats, but the dog’s understanding of it belongs
to the object-language. A heard word belongs to the object-
language when it causes a reaction appropriase to what the word
means. If some one says “hark, hark, the lark”, you may listen,
or you may say “‘at heaven’s gate sings”;~in the former case,
what you have heard belongs to the object-language, in the latter
case, not. Whenever you doubt or reject what you are told, your
hearing does not belong to the object-language; for in such a
case you are lingering on the words, whereas in the object-
language the words are transparent, i.c. their effects upon your
behaviour depend only upon what they mean, and are, up 1o a
point, identical with the eflects that would result from the sensible
presence of what thev designate.

In learning to speak, there are two clements, first, the muscular
dexterity, and second, the habit of using a word un appropriate
occasions. We may ignore the muscular dexterity, which can be
acquired by parrots. Children make many articulate sounds
spontaneously, and have also an impulse to imitate the sounds
made by adults. When they make a sound which the adults
consider appropriate to the environment, they find the results
pleasant Thus, by the usual nleasure-pain mechanism which is
employed in training performing animals, children learn, in time,
to utter noises appropriate to objects that are sensible present,
and then, almost immediately, they learn to use the same noises
when they desire the objects. As soon as this has happened, they
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possess an object-language: objects suggest their names, their
names suggest them, and their names may.be suggested, not
only by the presence of the objects, but by the thought of them.

I pass now from the learning of an object-language to its
characteristics when learnt.

We may, as we have seen, divide words into three classes:
(1) object-words, of which we learn the meaning by directly
acquiring an association between the word and the thing; (2)
propositional words, which do not belong to the object-language;
(3) dictionary words, of which we learn the meaning through a
verbal definition. The distinction between (1) and (3) varies
considerably from one person to another. “Pentagram” is to
most people a dictionary word, but to a child brought up in a
house decorated with pentagrams it might be an object-word.
“Swastika” used to be a dictionary: word, but is so no longer. It
is important to note, however, that there must be object-words,
since otherwise dictionary definitions could not convey anything.

Let us now consider how much, in the way of language, can
be done by object-words alone. I shall assume, for this purpose,
that the person considered has had every possible opportunity
of acquiring object-words: he has seen Mount Everest and
Popacatapetl, the anaconda, and the axolotl, he is acquainted with
Chiang Kai-shek and Stalin, he has tasted birds’ nests and shark’s
fins, and altogether has a wide experience of the sensible world.
But he has been too busy seeing the world to acquire the use of
such words as “not”, “or”, “some”, etc. If you say to him “is
there any country that you have not visited ?”” he will not know
what you mean. The question is: what will such a person know,
and what will he not know?

Can we say: “he will know everything that can be known by
observation alone, but nothing that needs inference”? Let us
first alter our question, and ask, not what can he know, but what
can he express in words?

To begin with: if he can put every observable fact into
words, he must have as many words as facts; now some words
are among facts; therefore the number of his words must be
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infinite. This “is impessible; consequently there are facts he
leaves unexpressed.* The case is analogous to Royce’s bottle with
a label on which theretwas a picture of the bottle, including, of
course, a picture of the label.

But although®he must leave out some observable facts, there
is not any one observable fact of which we can say “he must
leave this one out.” He is in the position of a man who wishes
tc pack three suits into a suit-case that will only hold two; he
must leave one out, but there is not one that he must leave out.
So our travelled friend, we will suppose, sees a man called Tom,
and without difficuity he says: “I see Tom”. This remark is
itself an observable fact, so he says: “I say that I see Tom”.
This again is an observable fact, so he says: “I say that I say
that I see Tom". There is no one definite poirtt at which he must
break off this series, but he mést break it off somewhere, and at
that point there is an observable fact which ke does not express
in words. It seems, therefore, that it is impossible for a mortal
to give verbal expression to every observable fact, but that
nevertheless, every observable fact is such that a mortal could
give verbal expression to it. This is not a contradiction.

We have thus two different totals to consider: first, the total
of the man’s actual statements, and secondly the total of possible
statements out of which his actual statements must be chosen.
But what is a “poccible” statement? Statements are physical
occurrences, like thunderstorms or railway accidents; but at
least a novelist or poet can describe a thunderstorm that never
took place. But it is difficul* to describe a statement without
making it. In describing a political speech, you may remark:
“what Sir Somebody So-and-So did noz say was . . .”” and then
follows a statement ; that is to say, in order to say that a statement
was not riade, we have to make it, except in the rare instances
of statements that have name< such as the Coronation Oath.

There are, however, ways of avoiding this difficulty, the best
of whict. is due to Godel. We assume a completely formalized
language, with an entirely explicit vocabulary and syntax. We
assign numbers to the words of the vocabulary, and hence, by
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arithmetical rules, to all possible sentemces in the language.
If, as we are assuming, the initial vocabulary is finite, but there
is no limit to the length of sentences (expept that they must be
finite), the number of possible sentences will be the same as the
number of finite integers. Consequently, if » is any finite integer,
there is one definite sentence which is the n*, and our rules
will enable us to construct it, given n. We can now make all
sorts of statements about Mr. A’s statements, without having
actually to make his statements. We might say “Mr. A never
makes a statement of which the number is divisible by 13", or
“all Mr. A’s statements have numbers which are prime”.

But there are still difficulties, of the kind emphasized by the
finitists. We are used to thinking of the whole series of natural
numbers as in some sense “given”, and we have utilized this
idea to give definiteness to the *hecory of possible statements,
But how about numbers which no one has ever mentioned or
thought of ? What is a number except something that occurs in a
statement? And, if so, a number that has never been mentioned
involves a possible statement, which cannot, without circularity,
be defined by means of such a number.

This subject cannot be pursued at present, since it would take
us too deep into the subject of logical language. Let us see
whether, ignoring such logical points, we can be a little more
definite about the possibilities of a language which contains
only object-words.

Among object-words, as we saw, are included a certain number
of verbs, such as “run”, “eat”, “shout”, and even some propo-
sitions such as “in” and “above” and “before”. All that is essential
to an object-word is some similarity among a set of phenomena,
which is sufficiently striking for an association to be established
between instances of the set and instances of the word for the
set, the method of establishing the association being that, for some
time, the word is frequently heard when a member of the set is
seen. It is obvious that what can be learnt in this way depends
upon psychological capacity and interest. The similarity between
different instances of eating is likely to strike achild, because eating
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is interesting; but in ofder to learn in this way the meaning of the
word ‘“‘dodecagon’, a child would need a precocity of geometrical
interest surpassing Pagcal’s and a superhuman capacity for per-
ceiving Gestalt. Such gifts are, however, not logically impossible.
But how about.““or” ? You cannot show a child examples of it
in the sensible world. You can say: “will you have pudding or
pie?” but if the child says yes, you cannot find a nutriment
which is “pudding-or-pie”. And yet “or” has a relation to experi-
ence; it is related to the experience of choice. But in choice we
have before us two possible courses of action, that is to say, two
actual thoughts as to courses of action. These thoughts may not
involve explicit sentences, but no change is made in what is
essential if we supposed them 1o be explicit. Thus “or”, as an
element of experience, presupposes sentenges, or something
mental related in a similar magner to some other fact. When we
say “this or that” we are not saying something directly applicable
to an object, but are stating a relation between saying “this”
and saying “that”. Qur statement is about statements, and only
indirectly about objects.

Let us consider, in like manner, negative propositions which
seem to have an immediate relatior: to experience. Suppose you
are told “there is butter in the larder, but no cheese”. Although
they seem equally based upon sensible experience in the larder,
the two statements “there is butter” and “there is not cheese”
are really on a very diderent level. There was a definite occurrence
which was seeing butter, and which might have put the word
“butter” into your mind eve.. if vou had not been thinking of
butter. But there was no occurrence which could be described as

“not seeing cheese” or as “seeing the absence of cheese”.* You
must have: looked at everything in the larder, and judged, in each
case, “this is not cheese”. You judg:J this, you did not see it;
you saw what each thing was not what it was not. To judge
“this is not cheese”, you must 2ave the word “cheese”, or some
equivalent, in your mind already. There is a clash between what

* This subject will be discussed again in a later*chapter, and what is said above
will be at once amplified and guarded against a too literal interpretation.
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you see and the associations of the word,“cheese”, and so you
judge “this is not cheese”. Of course, the same sort of thing may
bappen with an affirmative judgment, if.it answers a previous
question; you then say “yes, this is cheese”. Here you really
mean “the statement ‘this is cheese’ is true”’; and when you say
“this is not cheese” you mean “the statement ‘this is cheese’ is
false”. In either case, you are speaking about a statement, which
you are not doing in a direct judgment of perception. The man,
therefore, who understands only ebject-words, will be able to
tell you everything that is in the larder, but will be unable to
infer that there is no cheese. He will, moreover, have no concep-
tion of truth or falsehood; he can say “this is butter’” but not
“it is true that this is butter”.

The same sort of considerations apply to “all” and “some™.
Suppose our unphilosophical observer goes to a small Welsh
village in which every one is called Williams. He will discover
that A is called Williams, B is called Williams, and so on. He may,
in fact, have discovered this about everybody in the village, but he
cannot know that he has done so. To know it, he would have to
know “A, B, C, . . . are all the people in this village”. But this
is like knowing that there is no cheese in the larder; it involves
knowing “nobody in this village is neither A nor B nor C
nor . . .”. And this is plainly not to be known by perception
alone.

The case of “some” is a little less obvious.* In the above case,
will not our friend know that “some people in this village are
called Williams”? I think not. This is like “pudding-or-pie”.
From the standpoint of perception, none of them are “some
people”; they are the people they are. It is only by a detour
through language that we can understand “some people”.
Whenever we make a statement about some of a collection, there
are alternative possibilities in our minds; in each particular case,
the statement may be true or false, and we assert that it is true in
certain cases but perhaps not in all. We cannot express alter-
natives without introducing truth and falsehood, and truth and

* This topic, again, will be resumed in a later chapter. ’
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falsehood, as’ we hawe seen, are linguistic terms. A pure object-
language, therefote, cannot contain the word “some” any more
than the word “all”.

We have seen that the object-language, unlike languages of
higher orders,” does not contain the words “true” and “false”
in any sense whatever. The next stage in language is that in
which we can not only speak the object-language, but can speak
about it. In this second-type language, we can define what is
meant by saying, of a sentence in the first-type language,
that it is true. What is meant is that the sentence must mean
something that can be roticed in a datum of perception. If you
see a dog and say “dog”, you make a true statement. If you see
a dog in a kennel and say “dog in kennel”, you make a true state-
ment. There is no need of verbs for such senfences, and they may
consist of single words.

One of the things that have seemed puzaling about language
is that, in ordinary speech, sentences are true or false, but single
words are neither. In the object-language this distinction does not
exist. Every single word of this language is capable of standing
alore, and, when it stands alone, means that it is applicable to
the present datum of perception. In this language, when you say
*“dog”, your statement is false if it is a wolf that you are looking
at. In ordinary speech, which is not sorted out into languages of
different types, it is impossible to know, when the word “dog”
occurs by itself, whether it is being used as a word in the object-
language or in a linguistic m2nner, as when we say “that is not a
dog”. Obviously, when the vord “dog” can be used to deny the
presence of a dog as well as to affirm it, the single word loses all
assertive power. But in the object-language, upon which all
others are based, every single word is an assertion.

Let us now re-state the whole matter of the object-language.

An object-word is a class ¢f -imilar noises or utterances such
that, from habit, they have become associated with a class of
mutually similar occurrences frequently experienced at the same
time as one of the noises or utterancet in question. That is to
say, let A;, A;, A, . . . be a set of similar occurrences, and let
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@y, @y, a; - . . beaset of similar noises or utrerances; and suppose
that when A; occurred you heard the noise a,, "vhen A, occurred
you heard the noise a;, and so on. Aftersthis has happened a
great many times, you notice an occurrence A, which is like
A, Ap, A, . . ., and it causes you, by association, to utter or
imagine a noise a, which is like o, @y, a5 . . . If, now, A is a
class of mutually similar occurrences of which A,, A,, A, . . . A,
are members, and a is a class of mutually similar noises or utter-
ances of which a,, as, @3 . . . a, arc members, we may say that
a is a word which is the name of the class A, or “means” the
class A. This is more or less vague, since there may be several
classes which satisfy the above conditions for A and a. A child
learning the object-language applies Mill's Canons of Ir.duction,
and gradually corrects his mistakes. If he knows a dog called
“Caesar”’, he may think this wora applies to all dogs. On the
other hand, if he knows a dog whom he calls “dog”, he may not
apply this word to any other dog. Fortunately many occurrences
fit into natural kinds; in the lives of most children, anything that
looks like a cat is a cat, and anything that looks like one’s mother
is one’s mother. But for this piece of luck, learning to speak would
be very difficult. It would be practically impossible if the tem-
perature were such that most substances were gaseous.

If now, in a certain situation, you are impelled to say “cat”,
that will be (so long as yon are confined to the object-language)
because some feature of the environment is associated with the
word “cat”, which necessarily implies that this feature resembles
the previous cats that caused the association. 1t may not resemble
them sufficiently to satisfy a zoologist; the beast may be a lynx
or a young leopard. The association between the word and the
object is not likely to be “right” until you have scen many animals
that were not cats but looked rather as if they were, and many
other animals that were cats but looked rather as if they were
not. But the word “right”, here, is a social word, denoting correct

chaviour. As soon as certain beasts suggest the word “cat”
to you and others do net, you possess a language, though it
may not be correct English.
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Theoretically, givgn sufficient capacity, we could express in
the object-language every non-linguistic occurrence. We can
in fact observe fairly complicated occurrences, such as “while
John was putting the horse in the cart, thé bull rushed out and I
ran away”, or “as the curtain was falling, there were cries of
‘fire’ and a stampede”. This sort of thing can be said in the
object-language, though it would have to be translated into a
<ort of pigeon English. Whether it is possible to express in the
object-language such observable facts as desires, beliefs, and
doubts, is a difficult question, which I shall discuss at length
in a later chapter. What is certain is that the object-language
docs not contain the words “true” and “false”, or logical words

such as “not”, “or”, “some”, and “all”. Logical words will be
the subject of my next chapter.
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Chapter V

LOGICAL WORDS

In the present chapter I wish to consider certain words which
occur in the secondary language and in all higher languages, but
not in the object-language. The words in question are charac-

teristic of logic. I shall especially consider “true”, “false”, “not”,
“or”, “some”, and “all”. We know from logic that these terms
cannot all be defincd, but that it is to a large extent optional
which shall be defined in terms of which. Our problem being one
of theory of knowledge, we are less concerned with the definition
of these terms than with the way in which we come to know
propositions in which they occur.

Let us begin with the words “true”, “false”, and “not”. It is
unnecessary to have the two words “false” and “not”, for, if p
is a proposition, “p is false”” and “not-p” are strictly synonymous.
The difference, in practice, is one of emphasis. If you are interested
in the object you say “not-p”, but if in the statement you say
“p is false”. If you want butter and look in a cupboard and find
cream cheese, you will say “this isn’t butter”; but if the dairy-
man offers for sale a substance labelled “butter” which you find
to be margarine, you will say “you say this is butter, but that is
false”, because you are more interested in his wickedness than
in his goods. Such rhetorical points, however, do not concern
us, and we may safely treat “false” and “not” as synonyms.

In the secondary language, we are concerned with the words
of the object-language, not simply as noises or bodily movements,
for in that respect they belong to the object-language, but as
having meaning. We are concerned, that is to say, with the rela-
tion between object-words and object-sentences on the one
hand, and what they designate or assert on the other hand.
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“Word"” cannot occurin the object-language, but “object-word”
can occur in thessecondary language. Assuming that logical
words occur in the secondary language, “logical word” will first
occur in the tertiary language. If “tertiar} words” are defined
as those that occur in the tertiary language but not in the primary
or secondary language, then “tertiary word” belongs to the
quaternary language. And so on. It is to be understood that each
language contains all the languages of lower orders. “Word™ is,
itself, of ambiguous order, and has therefore no definite meaning;
if this is forgotten, contradictions are apt to result. Take, e.g.,
the contradiction about “heterological”. A predicate is “hetero-
logical” when it cannot be predicated of itself; thus “long” is
heterological because it is not a long word, but “short” is homo-
logical.* We now ask: is “heterological” heterological? Either
answer leads to a contradiction. To avoid such antinomies, the
hierarchy of languages is essential.

The words “true”” and “false”, as we are to consider them in
this chapter, are 10 be applied only to sentences in the primary
language.

Ir. practice, as opposed to philosophy, we only apply the words
“true” and “false” to statements which we have heard or read
or considered before we possessed the evidence that would enable
us to decide which of the two words was applicable. Some
one tells us that Manx cats have no tails, but as he has previously
told you that Manx men have three legs, you do not believe him.
When he shows you his Manx cat you exclaim, “so what you
said was true!” The newspavers, at one time, said that I was
dead, but after carefully examining the evidence I came to the
conclusion that the statement was false. When the statement comes
first and the evidence afterwards, there is a process called “veri-
fication”, which involves confrontation of the statement with the
evidence. In the case of a stat-ment in the primary language, the
evidence must consist of a sensible experience or of a set of such
experiences. We have already considered sentences describing

* German, learned, beautiful are heterological: English, erudite, ugly are
homologcal.

79



AN INQUIRY INTO MEANING AND TRUTH

experiences. Speaking broadly, the process of verification is as
follows: first you hear or read or consider a sentence S; then
you have an experience E; then you observe that S is a sentence
which describes E. In that case you say that S is “true”. I do not
mean that this is a definition of the word “true”, but that it is a
description of the process by which you come to know that this
word is applicable to a given primary sentence. The word “false”
is much more difficult. But before considering this word there
are some further things to be said about the word “true”.

In the first place, the word “true” may be applied to a sentential
utterance, a sentence, or a proposition. T'wo sentential utterances
which are instances of the same sentence, or two sentences which
are instances of the same proposition, are cither both true or both
false. Thus in determining truth or falsehood, it is the proposition
that is relevant.

In the second place, a sentence or proposition is known to be
“true” when it has a certain relation to an experience. In the
case of “verification”, the sentence comes first and the experience
after, but this is logically irrelevant; if the experience comes first,
it equally proves the sentence to be true, provided the sentence
“describes” the experience. What is meant by this word
“describes” we have already considered, and I shall say no more
about it at present.

In the third place, not all sentences in the primary language
can be correctly said to describe a single experience. If you see
something and say “that is a dog”, you are going beyond what
can be seen at the moment. A dog has a past and a future, it has
auditory and olfactory characteristics, and so on. All these are
suggested by the word “dog”, which is a condensation of many
inductions. Fortunately, animals fit into natural kinds. If your
dog proceeded to mew like a cat, and to give birth to a mixed
litter of puppies and kittens, words would fail you. In like manner
the man who mistakes salt for sugar is making an induction:
“what looks like this tastes sweet”. In this case the induction is
false. If he said merely “this is white”, he would not be making a
mistake. Even if he said “this is grey’’ because he meant by “grey”
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what other pedple megn by “white”, he would not be making an
intellectual error, but only using language in an unusual way.
So long as a man avoitls words which are condensed inductions,
and confines himself to words that can 8escribe a single ex-
perience, it is possible for a single experience to show that his
words are true.

When I say that such a word as “dog” embodies condensed
inductions, I do not mean that such inductions are conscious or
deliberate. Certain situations suggest the word “dog” to you,
and both they and the word rouse certain expectations. When
you have said “that is a dog”, subsequent events may astonish
you; but when you have said “that is white”, nothing in your
statement gives any ground for surprise at what happens next, or
for supposing that you were mistaken in saying that what you
saw was white. So long as yeur words merely describe present
experiences, the sole possible errors are linguistic, and these only
involve socially wrong behaviour, not falsehood.

I come now to falsehood and negation, which raise some rather
difficult problems.

We have agreed that when you do what a logician would call
“‘asscrting not-p”, you are saying “p is false”. The question that
I am concerned with at present is: how can experience show
you that a proposition is false? Let us take some very simple
negation, such as “this is nut white”. You say this, we will suppose,
in the course of a discussion with the laundry. The phrase “this
is white” is in your mind, zhis is before your eyes, and “this is
grey” is a sentence describiry your experience. But “this is not
white” is not a sentence describing what you sce, and yet, on the
basis of what you see, you are sure that it is true, in other words,
that “this is white” is false. It might be argued that you know the
general proposition “what is grey is not white”, and that from
this, together with “this is gzev”, you infer “this is not white”.
Or it might be said that you can confront the word “white” with
what you see, and perceive an incompatibility. Either view has
difficulties.

Let us first be clear on a point of logic. From premisses none
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of which contains the word “not” or the word “false” (or some
equivalent) it is impossible logically to infer any proposition
containing either of these words. Therefore, if there are negative
empirical propositioris, there must be, among basic propositions,
either pure negations, such as “this is not white”’, or implications
of the form “p implies not-¢”, e.g. “if this is grey it is not white”.
Logic allows no third possibility.

We certainly know—though it is difficult to say how we
know—that two different colours cannot coexist at the same place
in one visual field. Position in the visual field is absolute, and
may be defined by relation to the centre of the field by means of
two angular coordinates which we may call 6, ¢. I am saying that
we know the following proposition: “‘at a given time and in a
given visual field, df the colour A is at the place 6, ¢, no other
colour B is at this place”. More simply: “this is red”” and “this
is blue” are incompatible.

The incompatibility is not logical. Red and blue are no more
logically incompatible than red and round. Nor is the incom-
patibility a generalization from experience. I do not think I can
prove that it is not a generalization from experience, but I think
this is so obvious that no one, nowadays, would deny it.
Some people say the incompatibility is grammatical. 1 do not
deny this, but I am not sure what it means.

There are other sets of sensible qualities that have the same sort
of incompatibility as colours have. A sensation of touch on the
toe has a quality which enables us to refer it to the toe; a sensation
of touch on the arm has a quality which enables us to refer it to
the arm. These two qualities are incompatible. “Hot” and “cold”,
“hard” and “soft”, “sweet” and “sour”, are similarly incom-
patible as applied to sensible experiences. In all these cases we
“see” the incompatibility. So much so that it requires some
reflection to realize that an incompatibility such as that of “white”
and “black” is not logical.

If we regard such incompatibilities as among basic propositions,
we have to suppose that: we know basic general propositions of
the form: “for all possible values of x, ¢x implies not-yx™.
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Here “¢x” may be “x {s blue”, and “yx” may he “x is red”. In
that case, given a judgment of perception “this is blue”, we can
infer “this is not red”s We thus arrive at a negative empirical
proposition, but by the help of a general proposition which is
not empirical.

This is not a very plausible or satisfying theory. We may say,
instead, that whenever we perceive “this is blue”, we can know,
as a basic proposition, “this is not red”. But I am not sure that
this would help us much. For we must ask: how do we know
that we can know this? It hardly seems to be an induction; it
cannot be a logical inference. We shall therefore be driven to
adopt a basic proposition even more complicated than the
former one, namely: “whoever sees red, and asks himself ‘is
this blue?* knows that the answer is ‘no’.”

I shall return to this problem in connection with basic pro-
positions. For the present, I will leave it unsalved.

I come now to the word *“‘or”, and again I am concerned with
the circumstances in which we know propositions containing
this word, without knowing which alternative is the right one.

Disjunctions, as we have seen already, arise in practice in the
form of a choice. You see a sign-post saying “To Oxford”, and
presently you come to a fork in the road where there is no sign-
post. You then believe the proposition “Oxford is along the
right-hand road or Oxford is along the left-hand road”. It is in
situations of this sort that disjunctions occur in practice.

It is obvious that nothing in the non-linguistic or non-psy-
chological world is “indicated” by a disjunction. Suppose that,
in fact, Oxford is to the right: this is not something verbal, it is a
fact of geography, and if you go to the right you will get there.
Similarly if, in fact, Oxford is to the left. There is not a third
possible location, “right-or-left”. Facts are what they are, with-
out ambiguity. If a disjunctior: “p or ¢ is true, it is true because
p is true, or it is true because g is true; if p and ¢ both belong to
the primary language, “p or ¢” is true in virtue of a fact which is
“expressed” by p, or in virtue of a fact which is “expressed” by ¢.
Thus “or” lives in the world of propositions, and cannot form
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part of any language in which, as in the pyimary language, every
word is directly related to an object, or to a ser of objects, which is
its meaning.

Psychologically, “or” corresponds to a state of hesitation. A
dog will wait at a fork in the road, to see which way you are
going. If you put crumbs on the window-sill, you can see birds
behaving in a manner which we should express by: “shall 1
brave the danger or go hungry?” I once, to test the story of
Buridan’s ass, put a cat exactly half way between her two kittens,
both too young to move: for a time she found the disjunction
paralysing. I think that animals in a state of hesitation, although
they do not use words, have something more or less analogous
to a “propositional attitude”, and I think any valid psychological
explanation of theword ““or”” must be applicable, with suitable
adaptations, to any behaviour thax shows hesitation.

Hesitation arises when we feel two incompatible impulses,
and neither is strong enough to overcome the other.

Thou'dst shun a bear,
Bur if thy Hight lay toward the raging sea,
Thou’dst meet the hear 1* the mouth.

But if the sea was not very raging, you might be left in complete
doubt as to which was worse; you would have, one might say,
a disjunction in your body, not only in your mind.

It will be remembered that we considered all speech to be
fundamentally imperative: that is to say, it is designed to cause
certain behaviour in the hearer. When “those behind cried ‘for-
ward’, and those before cried ‘back’ *’, the result upon people in
the middle was a disjunction, in the sense in which animals may
experience it, for instance tigers in a hunt when surrounded by
beaters. It is not really necessary that there should be outsiders
to cry “forward” and “back”. You can yourself have both motor
impulses, and if you are used to words these impulses will suggest
both words; you will then have a proper verbal disjunction.
Inanimate matter, when subjected to two simultaneous forces,
chooses a middle course, according to the parallelogram law; but
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animals seldont do this, No motorist, at a fork in the road, goes
across the fields in ¢he middle. As with motorists, so with other
animals, either one impulse completely prevails, or there is
inaction. But the inaction is quite different from that of a quiescent
animal: it involves conflict and tension and discomfort; it is not
genuine inaction, but search for some way of reaching a decision.

A disjunction is the verbal expression of indecision, or, if a
question, of the desire to reach a decision.

Thus when some one asserts “p or ¢”, neither p nor ¢ can be
taken as saying something about the world, as would be the
case if we asserted one of the alternatives; we have to consider
the state of the person making the assertion. When we assert p,
we are in a certain state; when we assert ¢, we are in a certain other
state; when we assert “p or ¢”” we are in a stateewhich is derivative
from these two previous states, and we express this state, not
something about the world. Our state is called “true” if p is true,
and also if ¢ is true, but not otherwise; but this is a new definition.

But, it will be objected, if we know “p or ¢”, surely we know
something about the world ? To this question we may answer yes
in one sense and no in another. To begin with the reasons for
answering no: when we try 1o say what we know, we must use
the word “or” over again. We can say: in a world in which p
is true, “p or ¢” is true; similarly if ¢ is true: in our illustration
of the fork in the road, “this road goes to Oxford” may express
a grographical fact, and then “this road or that goes to Oxford”
is true; similarly if that road goes to Oxford; but there is no state
of affairs in the non-linguistsc world which is found when, and
only when, this road or that goes to Oxford. Thus the straight-
forward correspondence theory of truth, which is valid in the
primary language, is no longer available where disjunctions are
concerned.

Here, however, there is a difficulty which must be examined,
which brings us to the reasons for the opposite answer to our
question. Often a single word is logically equivalent to a dis-
junction. The following conversation might occur between a
medical logician and his wife. “I{as Mrs. So-and-So had her
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child?” “Yes.” “Is it a boy or a girl»” “Yes.” The last answer,
though logically impeccable, would be infuriating. One may
say “a child is never a boy-or-girl, buttonly one of the alter-
natives”. For certairf purposes, propositions containing the word
“child” are equivalent to the same propositions with the words
“boy or girl” substituted for “child”; but for certain other pur-
poses the equivalence fails. If I am told “Mrs. So-and-So has
had a child”, I can infer that she has had a boy or a girl. But if
I then want to know whether she has had a boy or a girl, I do not
want to know whether she has had a child, since I know this
already.

In this question, it is necessary to separate psychology and
logic. When, in daily talk, we use the word “or”, we do so, as
a rule, because we are in doubt and wish to decide an alternative.
If we have no wish to decide the alternative, we shall be content
with a generic word covering both possibilities. If you are to
inherit Mrs. So-and-So’s money provided she dies childless, you
will be interested in the question whether she has had a child,
but only politeness will impel you to ask whether it is a boy or
a girl. And clearly you know, in some sense, something about
the world when you know a child has been born, even though
you do not know its sex.

Is there any distinction, and if so what, between disjunctive
predicates and others? If “A” and “B” are two predicates, “A”
is logically equivalent to “A-and-B or A-and-not-B”. Thus so
far as logic is concerned, any predicate can be replaced by a dis-
junction. From the psychological point of view, on the other
hand, there is a clear distinction. A predicate is disjunctive if we
feel a desire to decide alternatives which it leaves open; if not, it
is not. But this is not quite adequate. The alternatives must be
such as the predicate itself suggests, not irrelevant possibilities.
Thus “boy” is not to be considered disjunctive because it leaves
open the question “dark or fair?”” Thus a predicate is only dis-
junctive if it suggests a question, and whether it does so or not
depends solely upon the interests of the person concerned.

All our knowledge about the world, in so far as it is expressed
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in words, is more or less general, because every sentence contains
at least one word that'is not a proper name, and all such words
are general. Consequently every sentence is logically equivalent
to a disjunction, in which the predicate is teplaced by the alter-
native of two more specific predicates. Whether a sentence gives
us a feeling of knowledge or of doubt depends upon whether it
leaves open alternatives calling for different actions and emotions
or not. Every disjunction which is not logically exhaustive (i.e.,
not such as “A or not-A”) gives some information about the
world, if it is true; but the information may leave us so hesitant
as to what to do that it is felr as ignorance.

Owing to the fact that words are general, the correspondence
of fact and sentence which constitutes truth is many-one, i.e.,
the truth of the sentence leaves the character of the fact more or
less indeterminate. This indeterminateness can be diminished
without limit; in the ‘process of diminishing it, former single
words are replaced by disjunctions. *“This is metal” may satisfy
us for some purposes; for others, such a statement must be re-
placed by “this is iron or copper or, etc.”, and we must seek
to decide which possibility is realized. There is no point in the
growing precision of language beyond which we cannot go; our
language can always be rendered less inexact, but can never
become quite exact.

Thus the difference between a statement which is disjunctive
and one which is not does not consist in any difference in the
state of affairs which would make it true, but solely in the question
whether the difference between the possibilities which our state-
ment leaves open is interesting to us or not.

There is another situation in which a disjunction may arise in
practice, and that is where there is imperfect memory. *“Who
told you that?” “Well, it was either Brown or Jones, but I can’t
remember which.” “What is So-and-So’s telephone number?”
“I know it is 514 or 541, but I can’t be sure which is right without
looking it up.” In such cases, there was originally an experience
which gave rise to a judgment of perception, in which there was
no disjunction; and if you were to set to work to find out the
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truth, you would prove one of the alternatives, and again there
would be no disjunction. Basic propositions, when they are
expressions of present experience, never «ontain the word “or”
unless the experience is verbal; but memories may be disjunctive.
We come now to propositions containing the word “some”
or the word “all”. We considered these, in the previous chapter,
to the extent required to satisfy ourselves that they could not be
included in the primary language, but we want now to consider
them more positively, and particularly to consider the circum-
stances that lead us to make use of such propositions.
F:opositions about “some” arise, in practice, in four ways:
first, as generalizations of disjunctions; secondly, when, having
come across an instance, we are interested in the comparibility
of two general terigs which might have been thought incompatible;
thirdly, as steps on the way to a generalization; and fourthly, in
cases of imperfect memory analogous to those that we considered
in connection with disjunction. Let us illustrate these successively.
In our former illustration of the road to Oxford, if, instead of
a mere fork, we had come to a place where a great many roads
branched off, we might have said: “well, some road must lead
to Oxford”. Here the alternatives can be enumerated, and we have
merely an abbreviation of a disjunction “p or g or r or . . .7,
where p, g, 7, . . . canall be collected into one verbal formula.
The second kind of case is more interesting. It is illustrated by
Hamlet, when he says: “one may smile and smile and be a
villain; at least I am sure it may be so in Denmark”. He has dis-
covered a person (namely the King) who combines smiling with
villainy, and has arrived at the proposition: “at least one villain
smiles”. The pragmatic value of the proposition is: “next time I
meet a man who smiles and smiles, I will suspect him of villainy”.
He does so in the case of Rosencrantz and Gildenstern. Similar to
this are the propositions “some swans are black” and “some
blackbirds are white”; they are warnings against plausible
generalizations. We make such propositions when the generaliza-
tion is more interesting to us than the particular instance—
though in Hamlet’s case this is an ironical pretence.
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The third kind of case arises when we are trying to prove an
inductive generaliztition, and also when instances lead us to dis-
cover a general propbsition in mathematics. These cases are
similar, except that in the latter you arrive at certainty, and in the
former only at probability. Let us take the latter case first. You
observe that 1 +3=12% 1+3+5=3% 1+4+3+5+7
= 42, and you say to yourself: “in some cases, the sum of the
first n odd numbers is n?; perhaps this is true in all cases”. As
soon as this hypothesis has occurred to you, it is easy to prove
that it is correct. In empirical material, a complete enumeration
may sometimes be possible. You discover (say) that iron and
copper, which are metals, are gond conductors of electricity, and
you suspect that this may be true of all metals. In this case, the
generalization has the same degree of certainty as the instances.
But when you argue: “A, B, ard C died, and were men, therefore
some men are mortal} therefore perhaps all men are mortal”,
you cannot make your generalization as certain as its instances,
both because you cannot enumerate men and because some have
not yet died. Or take a cure for a disease which, so far, has only
been tried in a few cases, but in all ot them has proved bene-
ficial; in this case a proposition about some is very useful as
suggesting the possibility of a proposition about all.

In regard to imperfect memory, the instances are closely
analogous to those of disjunctions. “I know that book is some-
where in my shelves, pecause I saw it yesterday.” “I dined with
Mr. B, who made a most admirable joke, but unfortunately I have
forgotten it.” “There are some very good lines in The Excursion,
but I can’t remember any of them.” Thus a great deal of what we
know at any given time consists of propositions about some
which we cannot, at the moment, deduce from propositions with
singular subjects, nor yet from proposiiions about all.

A statement about some has, 1s our four kinds of instances have
shown, three kinds of uses: it m.y be a step towards the proof of
a proposition with a singular subject, or towards the proof of
a general proposition, or it may be a «efutation of a contrary
generalization. In the first and fourth classes of cases, the pro-
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position about some is intended to lead op to a proposition with
a singular subject: “zhis is the road to Oxfotd” or “Aere is that
book” (where 1 take kere as the subject). ‘There is this difference
between the first and fourth classes of cases, that in the first the
proposition about some is always an inference, whereas in the
fourth it is not. In the second and third classes of cases, the pro-
position “some S is P” is deduced trom instances “S, is P”,
“§, is P”, etc.; it tells us less than they do, but tells us the part
that is useful for the purpose in hand.

What exactly do we know when we know a proposition of the
form “some S is P’ without knowing either “all S is P* or some
proposition of the form “S; is P”’? Let us take as our example
“I know that book is somewhere in this room”. There are two
circumstances whi¢h would logically justify you in saying this,
though in neither case would youif say it unless you were a pro-
fessional logician. The first would be if the room were filled
with that book—say a publisher’s room, completely stacked
with copies of a certain best seller. You could then say: “every
place in this room contains the book in question, therefore (since
the room exists) some place contains it”. Or you might be seeing
the book, and argue: *“this place contains it, therefore some place
contains it”. But in fact, unless you were engaged in teaching
logic, you would never argue in this way. When you say “that
book is somewhere in this room”, you say so because you cannot
be more definite.

It is obvious that “the book is somewhere in the room” cannot
be a judgment of perception; you cannot perceive somewhere,
you can only perceive there. But a judgment of memory is different.
You may remember “I saw the book when I was in this room”,
or something of that kind. You may remember saying “Oh
there’s that book” while you were in the room. Or you may have
a pure verbal memory of saying “I see I did put that book on a
shelf”. These, however, are only the grounds for your judgment;
they are not an analysis of it.

The analysis of such ‘a judgment must be essentially similar
to that of a disjunction. There is a state of mind in which you
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ive “the book is jn this place”, another in which you per-
ceive “the book is'in that place”, and so on. The state of mind
when you judge “the book is somewhere in the room™ contains
what all these have in common, together With perplexity. It is
because of the absence of perplexity that you would not make
the judgment in the above two cases in which it could be deduced
from more definite judgments. To this, however, there is an
exception: if you have doubted whether the book is in the room,
and then you see it, you may say “so the book s in the room”.
This is no longer our present case, but that of the smiling villain.

In the case of a judgment about some, as in disjunction, we
cannot interpret the words except in reference to a state of mind.
We cannot, in fact, ever so interpret our words except in the
primary language.

Most of what we have said #bout “some” applies also to “all”.
There is, however, an’important difference in, regard to know-
ledge. We often know propositions about “‘some”, and they
can be proved empiricaliy, although they cannot express facts
of direct observation. But propositions about “all” are much
more difficult to know, and can never be proved unless there are
some such propositions among our premisses. Since there are
no such propositions among judgments of perception, it might
be thought that we must either forgo all general propositions
or abandon empiricism. Yet this seems to contradict common
sense. Take an instance we have already discussed, “there is no
cheese in the larder”. It seems preposterous to maintain that, if
we accept statements of this surt, we abandon empiricism. Or
take another instance we have already discussed, ‘‘every one in
this village is called Williams”, arrived at by complete enumera-
tion. There is, however, a difficulty, which is illustrated by Ham-
let’s mother when he asks if she does not see the ghost:

Hamlet: Do you see nothing th..r:?
Queen: Nothing at all; yet all that is I see.

I have always wondered how she knew she saw “all that is”.
But she was right in regarding this as a necessary premiss for her
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denial of the ghost; and so it is for the man who says there is no
cheese in the larder, and nobody in the village'not called Williams.
Clearly the question of our knowledge "of general propositions
involves difficulties ‘as yet unsolved.

I am not at all sure that empiricists are right when they reject
from among basic propositions all extra-logical general state-
ments. We have already considered the statement “no visual
place contains two different colours”, which seems to be a case
in point. Or, to take an even more invscapable instance, suppose
you live in a remote country place, and you are expecting the
arrival of a friend in a car. Yourwife says ““do you hear anything ?”
and after listening for a moment you answer “no”. Have you, in
giving this answer, abandoned empiricism? You have com-
mitted yourself to a stupendous generalization, namely: “every-
thing in the universe is not a sound now heard by me”. And yet
no one can maintain that experience does not justify your state-
ment. I think, therefore, that, apart from logic, we do know
some general propositions otherwise than by inductive general-
ization. This, however, is a very large question. 1 shall return to
itin a later chapter; for the moment, I only wish to enter a cavear.

The question arises: do logical words involve anything psy-
chological? You may see something, and say “this is yellow”;
afterwards you may say “it was yellow or orange, but [ can’t
remember which”. One has a feeling that, in such a case, the
yellow was a fact in the world, whereas “yellow or orange”
could only exist in someone’s mind. It is extremely difficult to
avoid confusion in considering this question, but I think what
can be said is this: The non-mental world can be completely
described without the use of any logical word, though we cannot,
without the word “all”, staze that the description is complete;
but when we come to the mental world, there are facts which
cannot be mentioned without the use of logical words. In the
above instance, I remember that it was yellow or orange; in a
complete description of the world, this recollection must be men-
tioned, and it cannot be mentioned without using the word “or”
or some equivalent. Thus while the word “or” does not occur in
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the basic propdsitions gf physics, it does occur,in some of the
basic propositions df psychology, since it is an observable fact
that people sometimes Believe disjunctions. And the same is true
of the words “not”, “some”, and “all”,

If this is true, it is important. It shows, for instance, that we
cannot accept one possible interpretation of the thesis which
Carnap calls “physicalism”, which maintains that all science can
be expressed in the language of physics. It might, however, be
contended that, in describing what happens when a man believes
“p or ¢”, the “or” that we must use is not the same as the “or”
of logic. It is possible to contend, more generally, that when we
assert “‘A believes p”, the p is not the same as when we assert
“p”, and that the difference ought to be indicated by writing “A
believes ‘p’ ”. If we were speaking of what Assays, not of what
he believes, we should certainly have to make this distinction. A
says “fire”, and we say “A says ‘fir¢’ ”. In what we say, “fire”
occurs as denoting a word, whereas in what A says it occurs as
denoung an object. This wiole question is a very difficult
one, and I shall consider it in a later chapter in connection with
propositional attitudes. Meanwhile, we must bear in mind that,
prima facie, logical words, though not necessary in describing
physical facts, are indispensable for the description of certain
mental facts.
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PROPER NAMES

It is customary in logic to divide words into categories: names,
predicates, dyadic relations, triadic relations, etc. This is not the
total of words; it does not include logical words, and it is doubtful
whether it includes words for “propositional attitudes”, such as
“believe”, “desire”, “doubt”, etc. There is also difficulty about
“egocentric particulars”, i.e. “I”, “this”, “now”, “here”, etc.
Propositional attitudes and egocentric particulars will be con-
sidered in due course. For the present, it is names that I wish to
consider.

To avoid verbiage, I shall speak of predicates, when con-
venient, as “‘monadic relations”. Thus we are concerned with the
distinction between names and relations, in regard to which we
have to ask two questions:

(1) Can we invent a language without the distinction of names
and relations ?

(2) If not, what is the minimum of names required in order
to express what we know or understand ? And, in connection with
this question, which of our ordinary words are to be considered
names ?

As to the first of these problems, I have very little to say. It
may be possible to invent a language without names, but for my
part I am totally incapable of imagining such a language. This is
not a conclusive argument, except subjectively: it puts an end to
my power of discussing the question.

It is my purpose, however, to suggest a view which might
seem at first sight equivalent to the abolition of‘names. I propose
to abolish what are usually called “particulars”, and be content

* The subjects of this chapter and the next will be resumed in Chapter XXIV.

94



PROPER NAMES

with certain words that would usually be regarded as universais,
such as “red”, “bll]e" .“hard” “soft”, and so on. These words,
I shall suggest, are nam%s in the syntacucal sense; I am not there-
fore seeking to abolish names, but to suggest®an unusual extension
for the word “name”’.

Let us begin with the definition of the word “name”. F or this
purpose we must first define “atomic forms”.

A sentence is of atomic form when it contains no logical words
and no subordinate sentence. It must not contain “or”, “not”,
“all”, “some” or any equivalent; nor must it be such as “I think it
will rain”, because this contains the subordinate sentence “it will
rain”. Positively, a sentence is of atomic form if it contains one
relation-word (which may be a predicate) and the smallest
number of other words required to form a sentence. If R, is a
predicate, R, a dyadic relationg R; a triadic relation, etc.

R,(x), Re(x, ), Re(x, 3, D), - - -

will be sentences of atomic form, provided x, y, 7 are such words
as make the sentences concerned significant.

If R,(x;, xp, %5, - - . X,) is a sentence of atomic form, in which
R, is an n-adic relation, x,, x,, X3, . . . x, are names. We may
define a “name” as any word that can occur in any species of
atomic sentence, i.e. in a subject-predicate sentence, a dyadic-
relation sentence, a triauic-relation sentence, and so on. A word
other than a name, if it can occur in an atomic sentence, can only
occur in an atomic sentence oi one species; e.g. if R, is 4n
n-adic relation, the only species of atomic sentence in which R,
can occur is R,(x,, xp, x3 . . . x»). A name can occur in an
atomic sentence containing any number of words; a relation can
only occur in combination with a certain fixed number of other
words appropriate to that relaticr.

This affords a syntactical defitation of the word “name”. It
should be observed that no metaphysical assumptions are involved
in the notion of “atomic forms”. Such assumptions only appear
if it is assumed that the names and relations appearing in an
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atomic sentence are incapable of analysis. In connection with
certain problems it may be important to know whether our terms
can be analysed, but in connection with names this is not im-
portant. The only way in which any analogous question enters
into the discussion of names is in connection with descriptions,
which often masquerade as names. But whenever we have a
sentence of the form

“The x satisfying ¢ satisfies x”

we presuppose the existence of sentences of the forms “da” and
“Pa”, where “a” is a name. Thus the question whether a given
phrase is a name or a description may be ignored in a funda-
mental discussion of the place of names in syntax. For our pur-
poses, unless reasca should appear to the contrary, we may accept
as a name whatever would ordinarily be considered as such:
Tom, Dick, and Harry, the sun, the moon, England, France, etc.
But as we proceed it will appear that, even though such words
be names, they are for the most part not indispensable for the
expression of what we know. Per contra, though some among
indispensable words are, I believe, to be classed as names, these
are, all of them, words not traditionally so classed.

Names, prima facie, are of two sorts: those that, like the names
mentioned in the last paragraph, designate some continuous
portion of space-time, and those that have an egocentric defini-
tion, such as “I”’, “you”, “this”, “that”". This latter class of words
I propose to consider later; for the present, I shall ignore them,
We are concerned only, therefore, with such names as designate,
without ambiguity in principle, some definite continuous portion
of space-time.

The first question to be considered is: how do we distinguish
one region of space-time from another? This leads ultimately to
such questions as: if there were in New York an Eiffe] Tower
exactly like the one in Paris, would there be two Eiffel Towers,
or one Eiffel Tower in two places? If history repeated itself,
would the world be in two exactly similar states on two different
occasions, or would one and the same state occur twice, i.e.,
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precede itself? ‘The answers to such questions are only partly
arbitrary; in any cabe, fhey are indispensable for the theory of
names.

The theory of names nas been neglected} because its impor-
tance is only evident to the logician, and to him names can remain
purely hypothetical, since no proposition of logic can contain
any actual name. For theory of knowledge, however, it is im-
portant to know what sort of objects can have names, assuming
that there are names. One is tempted to regard “this is red” as a
subject-predicate proposition; but if one does so, one finds that
“this” becomes a substance, an unknowable something in which
predicates inhere, but which, nevertheless, is not identical with
the sum of its predicates. Such a view is open to all the familiar
objections to the notion of substance. It hasg however, certain
advantages in relation to space-time. If “this is red” is a pro-
position ascribing a quility to a substance, and if 4 substance is
not defined by the sum of its predicates, then it is possible for
this and that to have exactly the same predicates without being
identical. This might seem essential if we are to say, as we should
like to say, that the supposad Eiffel Tower in New York would
not be identical with the one in Paris.

I wish to suggest that “this is red” is not a subject-predicate
proposition, but is of the form “redness is here”’; that “red” is
4 name, not a predicate; and that what would commonly be called
a “thing” is nothing bu. a bundle of coexisting qualities such as
redness, hardness, etc. If this view is adopted, however, the
identity of indiscernibles becon.:s analytic, and the supposed
Eiffel Tower in New York would be strictly identical with the
one in Paris if really indiscernible from it. This requires, when
analysed, that spatial and temporal relations, such as to-the-left-of
or before, should not imply diversity. This causes difficulties in
the construction of space-time a required in physics, and these
difficulties must be overcome berore the view that I am sug-
gesting can be considered a possible one. I think they can be
overccme, but only by admitting as empirical and doubtful
certain propositions which have seemed certain, such as “if A is
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to the left of B, A and B are not identical”’, whére A and B are
the nearest approach to “things” that ouf thlory allows.

Let us first establish a useful piece of ‘vocabulary. Let us give
the name “qualities” to specific shades of colour, specific degrees
of hardness, sounds completely defined as to pitch and loudness
and every other distinguishable characteristic, and so on.
Although we cannot, in perception, distinguish exact from
approximate similarity, whether in colour or in any other kind
of quality, we can, by experience, be led to the conception of
exact similarity, since it is transitive, whereas approximate
similarity is not. Given a visual area, we can define its colour as
the group of those visual areas which are similar in colour to it
and to each other, and not all similar in colour to anything out-
side the group.* in this definition, however, we have assumed
that, if a given shade of colour‘exists in two visual areas, each
visual area can be given a name; we have, in fact, assumed the
distinction of zkis and that, apart from qualities, which we were
intending to avoid. Let us, therefore, accept qualities as undefined
terms for the present, and return later to the question of distin-
guishing between two qualities so similar that they cannot be
distinguished in immediate perception.

Common sense regards a “thing” as having qualities, but not
as defined by them; it is defined by spatio-temporal position. 1
wish to suggest that, wherever there is, for common sense, a
“thing” having the quality C, we should say, instead, that C
itself exists in that place, and that the “thing” is to be replaced
by the collection of qualities existing in the place in question.
Thus “C” becomes a name, not a predicate.

The main reason in favour of this view is that it gets rid of
an unknowable. We experience qualities, but not the subject in
which they are supposed to inhere. The introduction of an
unknowable can generally, perhaps always, be avoided by
suitable technical devices, and clearly it should be avoided
whenever possible.

The main difficulty of the view that I am advocating is as

* Cf. Carnap’s Logischer Aufbau der Wels.
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regards the deﬁmtxop of ““place”. Let us see whether this difficulty
can be overcome.

Suppose we see simultaneously two patches of a given shade
of colour C; let the angular coordinates of the one patch in visual
space be 6, ¢, amd those of the other 6, ¢’. Then we are to say
that C is at (0, ¢) and also at (¢', ¢).

The angular coordinates of an object in the visual field may
be regarded as qualities. Thus (C, 8, ¢) is one bundle of qualities,
and (C, ', ¢") is another. If we define a “thing” as the bundle
of qualities (C, 8, ), then we may say that this “thing” is at the
place (4, ¢), and it is analytic that it is r.ot at the place (¢', ¢").

Let us extend this process to the construction of physical space-
time. If T start from Greenwich with a good chronometer, or with
areceiving set on which I receive a daily messade at noon G.M.T.,
I can determine my latitude *and longitude By observation.
Similarly T can measure altitude. Thus I can determine three co-
ordinates which uniquely determine my position relative to
Greenwich, and Greenwich itself can be defined by similar obser-
vations. We may, for simplicity, treat the coordinates of a place
as qualities; in that case, the place may be defined as being its
coordinates. It is thercfore analytic that no two places have the
same coordinates.

This is all very well, L.ut it conceals the element of empirical
fact upon which the utility of latitude and longitude depends.
Suppose two ships ten miles apa:t, but able to see¢ each other.
We say that, if their instruments are sufficiently accurate, they
will give different values for the latitude and longitude of the
two ships. This is a question of empirical fact, not of definition;
for when I say that the ships are ten miles apart, I am saying
something which can be proved by observations quite inde-
pendent of those that determine ‘latitude and longitude. Geo-
metry as an empirical science is concerned with such observed
facts as the following: if the distance between the two ships is
calculated from the difference of their latitude and longitude, we
shall obtain the same result as if it is calcillated by means of direct
observations made of either ship from the other. All such observed
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facts are summed up by the statement that space is roughly
Euclidean and that the surface of the earth is roughly spherical.

Thus the empirical element comes in when we explain the
utility of latitude and longitude, but not in giving the definition.
Latitude and longitude are connected by physical laws with other
things with which they are not connected logically. It is empirical
that if you can see that two places are a long way apart, they
will not be found to have the same latitude and longitude; this
is what we should naturally express by saying that a place on the
earth’s surface is uniquely defined by its latitude and longitude.

When I say that redness can be in two places at once, I mean
that redness can have to itself one or more of those spatial rela-
tions which, according to common sense, no ‘“‘thing” can have
to itself. Redness may be to the right of redness, or above redness,
in the immediate visual field; redness may be in America and in
Europe, in physical space. We need, for physics, something that
cannot be in America and Europe at the same time; for physics,
nothing can count as a “thing” unless it occupies a continuous
portion of space-time, which redness does not. Nay, more:
whatever occupies more than a point of space-time must, for
physics, be divisible into smaller “things”. Our purpose is, if
possible, to construct out of qualities bundles having the spatio-
temporal properties that physics requires of “things”.

Latitude, longitude, and altitude are, of course, not directly
observed qualities, but they are definable in terms of qualities,
and it is therefore a harmless avoidance of circumlocution to call
them qualities. They, unlike redness, have the necessary geo-
metrical properties. If 8, ¢, % are a latitude, a longitude, and an
altitude, we shall find that the bundle (8, ¢, %) cannot be north
or south or east or west or above or below itself, as redness can.
If we define a “place” by the coordinates (6, ¢, £), spatial relations
will have the properties we expect of them; if we define it by
such qualities as redness and hardness, it will not.

So much for space—let us now consider time.

In regard to time, we desire to find empirical objects such that,
in regard to them, time shall be serial, that is to say, we desire to
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find a class definable 1n terms of observable objects, such that, if
x, y, 7 are members of #he class, we shall have:

(1) x does not precede x;
(2) if x precedes y and y precedes 7, then x precedes 7;
(3) if x and y are different, either x precedes y or y precedes x.

We may, to begin with, ignore the third of these conditions,
which applies only to instants, not to events. The construction
of instants as classes of events is a problem with which T have
dealt elsewhere.

What we want is a class of events having a temporal unique-
ness analogous to the spatial uniqueness of latitude, longitude,
and altitude.

Artificially, we can take the date and time ofeday as determined
by an observatory. But here nwistakes are possile; we want, if
possible, something less artificial.

Eddington uses for this purpose the second law of thermo-
dynamics. The drawback to this is that the law only holds of
the universe as a whole, and may be false as applied to any finite
volume; but only finite volumes are observable. While, therefore,
Eddington’s method might be satisfactory for omniscience, it is
more or less inadequate for us empirically.

Bergson’s memory, if ne could believe in it, would serve our
purpose perfectly. According to him, nothing experienced is ever
forgotten; therefore my memorics at an carlier date are a sub-
class of my memories at a later datc. My total memories at different
times can, therefore, be serially ordered by the relation of class-
inclusion, and the times can be serially ordered by correlation
with the total memories. Pcrhaps memory could be used for our
purpose without the assumption that nmhmg is ever forgotten,
but I am inclined to doubst this. In any case, memory is useless in
relation to geological and astronomical time, which includes
periods during which no memory is supposed to have existed.’

Before proceeding with the search for a class of events having
the desired properties, let us consider«a little morc carefully
what it is that we are supposing. We are supposing that there

101



AN INQUIRY INTO MEANING AND TRUTH

are only qualities, not also instances of qujities‘. Since a given
shade of colour can exist at two diﬂ'ere‘nt ates, it can precede
itself; therefore “preceding” is not in general asymmetrical, but
will be so, at best, ih regard to sume special kind of qualities or
bundles of qualities. It is not logically necessary that any such
kind should exist; if it does, that is a fortunate empirical fact.

Many writers have imagined that hxstory is cyclic, that the
present state of the world, exactly as it is now, will sooner or later
recur. How shall we state this hypothesis on our view ? We shall
have to say that the later state is numerically identical with the
earlier state; and we cannot say that this state occurs twice, since
that would imply a system of dating which the hypothesis makes
impossible. The situation would be analogous to that of a man
who travels round the world: he does not say that his starting-
point and his point of arrival are two different but precisely
similar places, he says they are the same place. The hypothesis
that history is cyclic can be expressed as follows: form the group
of all qualities contemporaneous with a given quality; in certain
cases the whole of this group precedes itself. Or: in these cases,
every group of simultaneous qualities, however large, precedes
itself. Such an hypothesis cannot be regarded as logically im-
possible so long as we say that only qualities occur. To make it
impossible, we should have to suppose a momentary subject of
qualities, and to hold that this subject owes its identity, not to
its character, but to its space-time position.

The identity of indiscernibles, which follows analytically from
our theory, is rejected by Wittgenstein and others on the ground
that, even if a and 4 agree in all their properties, they may still
be two. This assumes that identity is indefinable. Moreover it
makes enumeration theoretically impossible. Suppose you wish
to count a collection of five objects A, B, C, D, E, and suppose
that B and C are indistinguishable. It follows that, in the moment
of counting B, you will also count C, and therefore you will
conclude that there are four objects to be counted. To say that
B and C are “really” ‘two, although they seem one, is to say
something which, if B and C are totally indistinguishable, seems
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wholly devoid of meaning. Indeed, I should claim it as the prin-
cipal merit of the thepry I am advocating that it makes the
identity of indiscernibles analytic.

Let us now return to the search for a set of qualities, or groups
of qualities, which has the properties required for constructing
the time-series. I do not think this can be done without taking
account of empirical laws; it follows that it cannot be done with
certainty. But so long as we are not in search of logical certainty,
we can arrive at what is empirically sufficient by the means which
we formerly rejected, e.g., memory and the second law of thermo-
dynamics. Not all the causal laws with which we are acquainted
are reversible, and those that are not afford means of dating. It
is easy to construct a clock which, in addition to showing hours
and minutes, will every day exhibit a number greater by one than
that exhibited on the previous day. By such mefhs we can make
sure of having a complex of qualities which will not recur, at
any rate while our civilization lasts. More than this we cannot
know, though we may find reason to think a large-scale exact
recurrence very improbable.

My conclusion is that qualities suffice, without our having to
suppose that they have instances. Incidentally, we have reduced
to the empirical level certain properties of spatio-temporal
relations which threater.. 1 tu be synthetic a priori general truths.

From the standpoint of theory of knowledge, there is still a
question to be answered beforc our theory can be considered
established. It is part of the larger question of the relation of
conceptual precision to sensible vagueness. All science uses con-
cepts which are in theory precise, but in practice more or less
vague. “One metre” was defined with ali possible care by the
French Revolutionary Government: it was the distance between
two marks on a certain rod at a certain temperature. But there
were two difficulties: the marks were not points, and temperature
cannot be determined exactly. Or take time-determinations, say
midnight G.M.T. at the end of December 31, 1900. (The English
thought this was the end of the nineteenth century, but they
ought to have substituted the meridian of Bethlehem for that of
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Greenwich.) Midnight can only be determingd by observations,
say of chronometers; but no observatior)is exact, i.e., there is a
finite period of time during which any given chronometer will
seem 10 point to midnight; and, moreover, no chronometer is
exactly right. Therefore no one could know exactly when the
nineteenth century ended. Two views may be taken of this
situation: first, that there was an exact instant when the century
ended; second, that exactness is illusory, and that precise dating
is even conceptually impossible.

Let us apply similar considerations to the case of colours,
which more directly concerns our present problem. I have siip-
posed that a proper name should be given to each shade of colour,
but a shade of colour has the same kind of precision as an
exact date or an txact metre, and can never be determined in
practice.

There is a formal procedure which is applicable to all the cases
in which we seek to derive, from something given in sense, a
concept having an exactness that is no part of the datum. This is
a device for passing from indistinguishability to identity. Let “S”
stand for “indistinguishability”. Then given two patches of
colour, we may observe that the shade of one patch has the rela-
tion S to the shade of the other. We can, however, prove that S
does not imply identity, for identity is transitive, but S is not.
That is to say, given three shades of colour x, y, 7, existing in
three visible patches, we may have x Sy and y S 7, but not x S 7.
Therefore x is not identical with z, and therefore y cannot be
identical with both x and z, although it is indistinguishable from
both. We can only say that x and y are identical if x S 7 always
implies y S 7, and vice versa. The precise shade of colour of x
can now be defined as the colour common to all patches y
which are such that whatever is indistinguvishable in colour
from x is also indistinguishable in colour from y, and vice versa,
so that every patch is distinguishable from both x and y or from
neither.

This reduces the determination of the precise shade of some
given coloured patch to the collection of a number of data each
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one of which ean, in prmcnple, be obtained from observation.
The difficulty, now, is s‘\]ot in relation to any one of the requisite
data, but in relation to tiieir multiplicity. Our definition supposes,
in its second clause, that every patch of colour 7 can be compared
with every y that is indistinguishable from x. This is, in practice,
impossible, since it requires a complete survey of the visibie
universe, past, present, and future. We can never know that two
patches x and y are of the same shade, for, though every 7 that
we have observed may have the relation S either to both or to
neither, a new 7 may always be found later for which this is not
true. Consequently, if “C” is the name of an exact shade of
colour, no proposition of the form “C exists here” can ever be
known, unless “C" is defined as “the shade that exists here”.

It should be observed that difficulties of the same sort exist
in regard to all empirical concepis. Take, e.g., thecconcept “man”.
If all the stages in the evolution of modern man were spread out
before us, there would be some specimens of which we should
say unhesitatingly “that is a man”, and others of which we should
say unhesitatingly “that is not a man”’; but there would be inter-
mediare specimens concerning which we should be doubtful. In
theory, nothing that we can do to make our definition more
precise will avoid this uncertainty. It may be that, in fact, at some
stage in evolution ther~ was such a great and sudden mutation
as to justify us in giving the name “man” to what came after
but not to what went before, bot if so this is a lucky accident,
and intermediate forms could st'll be imagined. In short, every
empirical concept has the sort of vagueness that is obvious in
such examples as “tall” or “bald”. Some men are certainly tall,
others are certainly not tall; but of intermediate men we should
say: “tall? Yes, I think so,” or “no, I shouldn’t be inclined to
call him tall”. This state of affairs is to be found, in a greater or
less degree, in regard to every empirical quality.

Science consists largely of devices for inventing concepts
having a greater degree of precision than is found in the concepts
of every-day life. The degree of precision possessed by a concept
is capable of exact numerical definition. Let “P(x)”” mean “x has
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the predicate P”. Let us survey all the known instances of things
of the sort that might be expected tofhave the predicate P;
suppose the number of such things to Be n. Suppose that in m
of these instances we can definitely assert “not-P(x)”’. Then m/n
is a measure of the precision of our concept P. Take for example
measurement: the statement “the length of this rod exceeds or
falls short of one metre” can, by scientific methods, be shown to
be true except in a very small percentage of cases, but rough-and-
ready methods leave a much larger percentage of doubtful cases.
But now take “the length of this rod is one metre”. This can
never be proved, but it cannot be disproved in the cases in which
our previous proposition cannot be proved. Thus the more pre-
cision we give to a concept, the oftener it can be proved to be
inapplicable, and she seldomer it can be proved to be applicable.
When it is completely precise,«it can never be proved to be
applicable.

If “metre” is intended to be a precise concept, we shall have
to divide lengths into three classes: (1) those certainly less than a
metre; (2) those certainly greater than a metre; (3) those belonging
to neither of the first two classes. We may, however, think it
‘preferable to make “metre” an inexact concept; it will then mean
“any length which, by existing scientific methods, is not distin-
guishable from that of the standard metre”. In that case, we can
sometimes say “the length of this rod is one metre”. But the
truth of what we say is now relative to existing technique; an
improvement in the apparatus of measurement may make it
false.

All that we have been saying about lengths applies, mutaris
mutandis, to shades of colour. If colours are defined by wave-
lengths, the argument applies word for word. It is evident that,
throughout, the fundamental empirical concept is indistinguish-
ability. Technical devices can diminish but not wholly remove the
inexactness essential to this concept.

We shall say: the colour of this given patch is to be called “C”.
Then the colours of all other patches are divided into two classes:
(1) those that we know to be not C; (2) those that we do not
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know to be not' C. The whole purpose of methods of precision
is to make the second clyss as small as possible. But we can never
reach the point where we know that a member of the second class
must be identical with C; all that we can do i¢ to make the second
class consist of colours more and more like C.

We thus arrive at the following statement: I give the name
“C” to the shade of colour that I see at the visual place (6, 4);
I give the name “C” to the colour at (¢',4"). It may be that
C and C’ are distinguishable; then they are certainly different.
It may be that they are indistinguishable, but that there is a
colour C"’ distinguishable from one, but not from the other; in
that case also, C and C’ are certainly different. Finally, it may be
that every colour known to me is either distinguishable from both
or indistinguishable from both; in that case, € and C' may be
identical, i.e., “C” and “C"”” may*be two names fof the same thing.
But since I can never know that I have surveyed a// colours, 1
can never be sure that C and C’ are identical.

This answers the question concerning the relation of con-
ceptual precision to sensible vagueness.

It remains, however, to examine possible objections to our
theory derived from what 1 call “egocentric particulars”. This
will be done in the next chapter.



Chapter VII

EGOCENTRIC PALTICULARS

The words with which I shall be concerned in this chapter are
those of which the denotation is relative to the speaker. Such are
this, that, I, you, here, there, now, then, past, present, future. Tense
in verbs must also be included. Not only “I am hot”, but “Jones
is hot”, has a significance which is only determinate when we
know the time at ‘which the statement is made. The same applies
to “Jones was hot”, which sigtifies “Jones’s hotness precedes
the present”, and thus changes its significance as the present
changes. .

All egocentric words can be defined in terms of “this”’. Thus:
“T”” means “The biography to which this belongs”; “here” means
“The place of this”; “now” means “The time of this”; and so

"on. We may therefore confine our inquiry to “this”. It does not

seem equally feasible to take some other egocentric word as
fundamental, and define “this” in terms of it. Perhaps, if we
gave a name to “I-now”, as opposed to “I-then”, this name
could replace “this”; but no word of common speech seems
capable of replacing it.

Before embarking upon more difficult questions, let us observe
that no egocentric particulars occur in the language of physics.
Physics views space-time impartially, as God might be supposed
to view it; there is not, as in perception, a region which is specially
warm and intimate and bright, surrounded in all directions by
gradually growing darkness. A physicist will not say “I saw a
table”, but like Neurath* or Julius Caesar, “Otto saw a table”;
he will not say “A meteor is visible now”, but “A meteor was
visible at 8h. 43m. G:M.T.”, and in this statement “was” is

* See Chapter X.
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intended to be without tense. There can be no question that the
non-mental world canibe fully described without the use of
egocentric words. Certainly a great deal of what psychology
wishes to say can also dispense with them. Is there, then, any
need for these words at all? Or can everything be said without
them? The question is not easy.

Before we can mvestigate this question, we must decide, if
we can, what is meant by the word “this”, and why egocentric
particulars have been feund convenient.

The word *“tlus” appears to have the character of a proper
name, in the sense that it merely designates an object without
in anv degree describing 1t. It might be thought to ascribe to
an object the property of being present to attention, bur this
would be a mistake: many objects on many oclasions are present
to attention, but on each occasidn only one is this. We may say:
“this” means “the object of rhis act of attention”; but this
obviously 15 no definition. “This”’ 1s a name which we give to
the object 1o wliich we are attending, but we cannot define ‘‘this”
as “the object to which I now attend”, because “I”” and “now”
involve “this”.* The word “this” does not mean: “what is in
common among all the objects successively called ‘this’ ”’; for
on each occasion when the word “this” is used there is only one
object to which the woid applics. “This” is apparently a proper
name whuch is applied to different objects on every two occasions
when it is used, and yet it is ne.er ambiguous. It is not like the
name ‘“‘Smith”, which applies to many objects, but to each
always, the name “tlns” applies to only one object at a time,
and when it begins to apply to a new object it ceases to be
apphicable to the old one.

We may state owr problem 2s follows. The word “this” is
one word, which has, i some sense, a constant meaning. But if
we treat 1t as 4 mere name, 1t cannot have in any sense a constant
meaning, for a name means mercly what it designates, and the
designatum of “thi:’ 1 continually changing. If, on the other

* O, 0f me tihe Tnow’ a fusdancntal, exactly the same problems wall
anse concerning ¢t as thow that nthawse irce concerning *“this™.
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hand, we treat “this” as a concealed description, e.g., “the object
of attention”, it will then always apply té everything that is ever
a “this”, whereas in fact it never applies to more than one thing
at a time. Any attempt to avoid this undesired generality will
involve a surreptitious re-introduction of *“this™into the definiens.

(There is yet another problem about “this”, which is con-
nected with the subject of proper numes, and throws doubt,
prima facie, on the conclusion of the precedmg chapter. If we
see simultaneously two patches of a given shade of colour, we
shall say: “this and that are precisely similar in colour”. We
shall have no doubt that one of them is tAis and the other thar;
nothing will persuade us that the two are one. This, however,
is a puzzle that is easily resolved. What we see is not merely
a patch of colour, ‘but a patch in a given visual direction. If “this”
means “a patch in such a direction” and “that” means “a patch
in such another direction”, these two complexes are different,
and there is no reason to infer that the bare colour is twofold.)

Is “this” a name, or a description, or a general concept? To
any answer there are objections.

If I say that “this” is a name, I am left with the problem of
explaining on what principle we decide what it names on dif-
ferent occasions. There are many men called “Smith”, but they
do not share any property of Smithyness; in each case it is an
arbitrary convention that the man has that name. (It is true that
the name is usually inherited, but it can be adopted by deed-poll.
A man’s name is legally anything by which he publicly announces
that he wishes to be called.) But it is not an arbitrary convention
that leads us to call a thing “this” when we do so call it, or to
cease to call it “this” on subsequent occasions when we have
to mention it. In this respect, “‘this” differs from ordinary proper
names.

Equal difficulties arise if 1 say that “this” is a description. It
can of course mean “what I-now am noticing”, but that only
transfers the problem to “I-now”. We have agreed to take “this”
as our fundamental egotentric particular, and any other decision
would have left us with precisely the same problem. No descrip-
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tion not involving seme egocentric particular can have the peculiar
property of “this”, nanely that it applies on each occasion of
its use to only one thing, but to different things on different
occasions.

Exactly the same kind of objection applies to the attempt to
define “this” as a general concept. If it is a general concept, it
has instances, each of which is always an instance of it, and not
only at one moment. There is obviously a general concept
involved, namely “object of attention”, but something more than
this general concept is required in order to secure the temporary
uniqueness of “this”.

It might be thought obvious that there would be no egocentric
particulars in a purely physical world. This, however, is not an
exact expression of what is true, partly betause in a purely
physical world there would be’no words at all. What is true is
that “this” depends upon the relation of the user of a word to
the object with which the word is concerned. I do not want to
bring in “mind”. A machine could be constructed which would
use the word “this” correctly: it could say “this is red”, *“this
is blue”, “this is a policeman”, on suitable occasions. In the case
of such a machine, the words “this is” are an otiose addition to
the subsequent word or words; the machine might just as well
be constructed to say “‘abracadabra red”, “abracadabra blue”,
and so on. If our machine, later on, said “zhat was red”, it would
be getting nearer to the capacitics of human speech.

Let us suppose that our machine has this further capacity. We
will suppose that red light, falling upon it, sets in operation a
mechanism which causes it first to say “this is red”, and then,
after various internal processes have been completed, “that was
red”. We can describe the circumstances under which the machine
says “this” and those under which it says “that”; it says “this”
when the external cause first operates upon it, and it says “that”
when the first effect has led to certain further occurrences in the
machine. I have seen automatic machines that played golf in
return for a coin; the coin started a prodess which continued for
a certain length of time. It would obviously be possible for the
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process to begin by the machine saying “this is'a penny”, and
to end by its saying “that was a penny”. Jithink the consideration
of this ingenious toy may enable us to eliminate irrelevant
problems.

What the machine does is to enable us to describe the cir-
cumstances under which people say “this is” or *“that was”. A
verbal reaction to a stimulus may be imraediate or delayed. When
it is immediate, the afferent current runs into the brain and con-
tinues along an efferent nerve until it affects the appropriate
muscles and produces a sentence beginning “this is”. When it
is delayed, the afferent impulse goes into some kind of reservoir,
and only produces an efferent impulse in response to some new
stimulus. The efferent impulse, in this case, is not exactly what
it was in the preVious case, and produces a slightly different
sentence, namely one beginning *‘that was”.

We come.back here to minimal and other causal chains. A
minimal causal chain, in this connection, is the shortest possible
chain from a stimulus outside the brain to a verbal response.
Other causal chains always involve some additional stimulus,
causing the stored effect of the previous stimulus to be released
and to produce a delayed verbal response. In the case of a minimal
causal chain we say “this is”, and in the case of a longer one we
say “that was”. This, of course, 1s too schematic to count as
actual physiology, but it seems sufficient to solve our difficulties
of principle as regards egocentric particulars.

Let us enlarge this statement. Whenever I utter the word “cat”,
I do so—broadly speaking—because a cat is or was perceived
by me. (The limitations to this statement may be ignored.) If
I do so because a cat was percetved, this past fact is obviously
not the whole cause of my saying “cat”; there must also be some
present stimulus. Thus the perceptive and the reminiscent uses
of the word “cat” are not the results of precisely similar causes. In
a person of suitably developed linguistic habits, the effects also
are not precisely similar; the perceptive effect begins with the
words *“this is”, and theé reminiscent effect with the words “that

”»

was .
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Thus the difference between a sentence beginning “this is”
and one beginning “tkat was” lies not in their meaning, but in
their causation. The two sentences “The Declaration of Inde-
pendence was in 1776, uttered by us, and*“The Declaration of
Independence is-in 1776”, which might have been uttered by
Jefferson, have exactly the same meaning, but the former implies
that the causation is indirect, and the latter that it is direct, or
as direct as possible.

It might be objected that many statements about the present
are quite as indirect as statements about the past. If I say “Finland
is being invaded”, I do so because, first, I remember what I
have read in the newspaper, and secondly, I infer that the in-
vasion is not likely to have ceased in the last few hours. But this
is a derivative and inferential use of “is”, intolving causal laws
by which knowledge of the present is obtained from knowledge
of the past. The “present” that is involved is not the “present”
in the psychological sense; it is not something “presented”. It
is the “present” in the physical sense, i.e., something which, in
physical time, is contemporaneous with the psychological
“present”. “Present” and “past” are primarily psychological
terms, in the sense of involving different causal relations between
the speaker and that of which he speaks; their other uses are
all definable in terms « 7 this primary use.

Does the above theory explain the use of the word “I”? We
said at the beginning of this chapter that “I” could be defined
in terms of “this”’: “I”” is the biography to which “this” belongs.
But although we have explained the use of the word “this”, we
have done so by depriving the word itself of all significance in
isolation. We cannot thereforc be sure that the above definition
of “I”” can be maintained.

If our theory of “this” is currect, it is a word which is not
needed for a complete description of the world. We wish to
prove that the same conclusion holds as regards “I” and other
egocentric words.

The word “I”, since it applies to something which persists
throughout a certain period of time, is to be derived from “I-
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now”, as that series of events which is related fo “I-now” by
certain causal relations. The phrase to be considered is “I am”,
which may be replaced by “I-now is”, where the “is” may be
regarded as timeless.

The connection between “I-now” and “this” is obviously
very close. “I-now” denotes a set of occurrences, namely all those
that are happening to me at the moment. “This” denotes some
one of these occurrences. “I"’, as opposed to “I-now”, can be
defined by causal relations to “this”, just as well as to “I-now”’;
for I can only denote by “this” something that I am experiencing.

For reasons which will appear more fully in later chapters, I
think that the phrase “I am” can always be replaced by the phrase
“this is”, or vice versa. Which of the two phrases we use depends
upon accident or ptejudice. We say “I am hot” rather than *this
is hotness”, if we are hot from éxercise and not because of the
surrounding temperature. But when we go into the engine-room
of a ship, we say “Ouf! it is hot here”, which is equivalent
(roughly) to “this is hotness”. We say “this is a cat”, and
intend to make a statement about something which is not merely
a part of our own biography. But if the word “this” is to apply
as it should, to something that we directly experience, it cannot
apply to the cat as an object in the outer world, but only to our
own percept of a cat. Thus we must not say “this is a cat”, but
“this is a percept such as we associate with cats”, or “this is a
cat-percept”. This phrase, in turn, can be replaced by “I am
cat-perceptive”, which asserts a state of myself, and is true on
exactly the same occasions as those on which I am tempted
(rashly) to say “this is a cat”, and on which I am justified in
saying “this is a cat-percept”. What we directly know when we
say “this is a cat” is a state of ourselves, like being hot.

Thus in every statement containing “this” we may substitute
“what I-now notice”, and in every statement containing “I-now”
we may substitute “what is compresent with this”.

It follows that what has been said of “this” applies equally
to “I-now”; what distinguishes “I-now” from a proper name
is no part of what is stated by a sentence containing “I-now”,
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but is only anh expression of the causal relatipn between what
is stated and the stating of it.

The word “you” involves difficulties other than those charac-
teristic of egocentric particulars; these difficulties will be con-
sidered in later -chapters. So far as our present problem is con-
cerned, it is sufficient to notice that “you” is always determined
by relation to some present percept, which at the moment is
“this”. Consequently the explanation of “this” also explains
“you”, in so far as the difficulty is that of egocentric particulars.

This, so far as I can see, solves the problem of egocentric
particulars, and shows that they are not needed in any part of
the description of the world, whether physical or psychological.

Note.—Professor Reichenbuch has kindly ailowed me to
see an unpublished freatment by him of the question of
*“egocentric particulars”. He approaches the problem in
a.somewhat different way, but I do not think there is any
inconsistency between his theory and mine, which complete
each other.
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Chapter VIII

PERCEPTION AND KNOWLEDGE

The word “perception” is one which philosophers, at an early
stage, took over, somewhat uncritically, from common seuse.
Theaetetus, when Socrates asks him for a definition of “know-
ledge”, suggests that knowledge is perception. Socrates persuades
him to abandon this definition, mainly on the ground that per-
cepts are transient, Whereas true knowledge must be ot something
eternal; but he does not questiore the occurrence of perception
conceived as a relation between subject and object. To common
sense it seems obvious that we perceive “things”, at any rate
with the senses of sight and touch. Sight may, on occasion, be
misleading, as in the case of Macbeth’s dagger, but touch never.
An “object” is etymologically somcthing thrown up in my way:
if I run into a post in the dark, I am persuaded that 1 perceive
an “object”, and do not merely have a self-centred experience.
This is the view implied in Dr. Johnson’s refutation of Berkeley.

From various points of view, this common sense theory of
perception has been called in question. The Cartesians denied
interaction between mind and matter, and could not therefore
admit that, when my body runs into a post, this event is the
cause of the mental occurrence which we call “perceiving the
post”’. From such a theory it was natural to pass cither to psycho-
physical parallelism, or to Malebranche’s doctrine that we see all
things in God, or to Leibniz’s monads which all suffer simul-
taneous similar but systematically dificring; illusions called *“mir-
roring the universe”. In all these systems, however, there was
felt to be something fantastic, and only philosophers with a iong
training in absurdity could succeed in believing them.

A much more serious attack on the common sense theory of
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perception has come from science, through stydy of the causes
of sensations. The first impact of this attack upon the opinions
of philosophers led to Locke’s doctrine that the secondary
qualities are subjective. Berkeley’s denial®*of matter is derived
in part, though.not mainly, from the scientific theories of light
and sound. In the later British empiricists, the scientific transform-
ation of common sense doctrines of perception becomes in-
creasingly important. J. S. Mill’s definition of “matter” as “a
permanent possibility of sensation” results from a combination
of science and Berkeley. So does the doctrine of the materialists,
sanctified throughout the U.S.S.R. by the authority of Lenin,
that “matter” is “the cause of sensations”.

In order to be clear as to what science has to say on this
question, it is important tc forget, to begin with, the Berkeleyan
metaphysics to which, rightly%or wrongly, it & hoped or feared
that the argument may lead. It will be remembered thar we dis-
tinguished at the outset two kinds of theory of knowledge, one
inspired by Cartesian doubt and the search for certainty, the
other merely a branch of science, in which, accepting whatever
science seems to establish, we seek to define the events that can
be called cognitions, and the relation to other events that makes
them such. Let us, for the moment, adopt the second kind of
theory of knowledge, ind examine those events which common
sense regards as ‘‘perceivings”, with a view to determining
whether they are cognitions, ..ad, if they are not, how they are
related to our empirical know ledge of marters of fact. In this
inquiry we assume that the world is such as it appears in science,
without, for the present, asking ourselves whether this assumption
is justified.

Let us begin with an astronomical object, say the sun. We
have a number of experiences .iich we call “seeing the sun”;
there is also, according to astronsmy, a large lump of hot matter
which is the sun. What is the relation of this lump to one of the
occutrences called “seeing the sun”? The causal relation is as
follows: at every moment a large number of atoms in the sun
are emitting radiant energy in the form of light waves or light
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quanta, which travel across the space between the sun and my
eye in the course of about eight minutes. When they reach my
eye, their energy is transformed into new kinds: things hap

in the rods and cones, then a disturbance travels along the optic
nerve, and then something (no one knows what) happens in the
appropriate part of the brain, and then I “see the sun”. This is
an account of the causal relation between the sun and “seeing
the sun”. But what we want to know is the resemblance, if any,
between the sun and “seeing the sun”; for it is only in so far
as there is resemblance that the latter can be a source of know-
ledge concerning the former.

Adhering to our uncritical acceptance of science, we find that
there are important resemblances between the sun and “seeing
the sun”. To beginewith, the sun looks round and is round. This
resemblance, it is true, is not so ¢lose as it sounds, for the sun
looks round in my visual space and is round in physical space.
Nevertheless, the resemblance can be clearly stated. The defi-
nition of roundness is the same in one space as in another, and
certain relations—notably contiguity—are common to physical
and visual space.
~ Again: if we see sun-spots, there are sun-spots. In the sense
just explained, the spots in the astronomical sun have the same
shape (roughly speaking) as the spots in the visual sun. More-
over the sun feels hot, and the astronomical sun has a correspond-
ing property ds contrasted with the surrounding regions of
physical space.

There are, however, limitations to the similarities of the visual
and astronomical sun. During a partial eclipse, the sun looks like
the crescent moon, but is just as round as at other times. By
squinting we can see two suns, but cannot create two “r
suns, All such matters, however, can be dealt with in detail, and
raise no difficulty of principle.

I began with astronomical objects, because of the simplicity
derived from their being perceptible to only one sense. Let us
now consider ordinary serrestrial objects. Berkeley considers a
tree, and this will do as well as any other. So far as the sense
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of sight is concerngd, everything that has just been said about
the sun applies equally to the tree, except that the light by which
we see it is reflected light, so that it is invisible except when it is
exposed to light from the sun, or to lightning, or to some arti-
ficial illuminatiop. But the tree can also be touched, heard, smelt,
and tasted. When I “touch” the tree, certain electrons in my
finger are sufficiently near to certain electrons in the tree for
violent forces of repulsion to be generated; these cause a dis-
turbance to travel along the nerves from my finger to the brain,
where they have an effect of unknown nature, which finally
causes a sensation of touch. Here, again, we have to ask oar-
selves: what resemblances are there between my sensation of
touch and the purt of the tree with which I falsely imagine my
finger to be in contact?

There are qualities of touch~ehard and soft, rough and smooth
—which correspond to'qualities of the object touched. By feeling
round an object, we can infer its shape, just as we can by seeing
it; the “real” shape inferred is the same for a man who sees the
object and for a blind man who only feels ir. And when I say
“the same”, I mean strictly the same: there is no difference
between the physical space inferred from touch and that from
sight, except as regards degrees of nicety.

In addition to shap- there is location. An object touched but
not seen may be above my head or at my feet or at any inter-
mediate altitude; it may be a* arm’s length, or touching my
face, or in any one of a multi-ude of positiuns relative to my
body. In all these respects, there is a similarity between my
sensations and the properties of the physical object.

It is unnecessary to consider hearing, smell, and taste, since
exactly similar considerations apply.

The above account rests uj.n a dogmatic acceptance of
physics and physiology. Before we relinquish this comfortable
dogmatism, there are some points to be added. The sensations
caused by external objects are events like any others, and have
not the characterisdcs that we associate with the word “cog-
nition”. This fact has to be brought into relation with the
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common-sense view that there are occurrence; called perceivings,
in which we become aware of dbjects. Shall we completely aban-
don this common-sense view, or shall we retain it, by making
the perceptual object something quite different (except for the
above-noted resemblances) from the physical object? And before
dealing with this question we must examine the psycho]ogical
distinction between “sensation” and “perception”—percep-
tion”, here, being still merely a certain kind of event resultmg,
from a stimulus, and not being assumed to have any cognitive
status.

In our reaction to a sensory stimulus there are two theoreti-
cally distinguishable elements, first, that due merely to the stimu-
lus, second, that due to its habitual concomitants. A visual sen-
sation is never puwe: other senses are also stimulated in virtue
of the law of habit. When we see a cat, we expect it to mew, to
feel soft, and to move in a cat-like manter; if it barked, or felt
like a stone, or moved like a bear, we should experience a violent
shock of surprise. This sort of thing has to do with our belief
that we see “objects”, and do not merely have visual sensations.
If we are considering the psychology of animals, and not only
of human beings, it is not safe to attribute this filling-out entirely
to habit; some of it seems to be of the nature of innate reflex.
This is shown, for example, in a chicken’s power of pecking at
grains, without first having to learn a “beak-eye” coordination.
The question of habit versus unconditioned reflex is, however,
in this connection, not very important; what is important is that
sensations are rounded out by spontaneous images or expectations
of their usual accompaniments.

When we have the experience which we call “seeing a cat”,
there is an antecedent causal chain analogous to that which we
considered in connection with “‘seeing the sun”. When the expe-
rience is veridical, this causal chain, at a certain point in its back-
ward course, reaches a cat. (I am still dogmatically assuming
the truth of physics.) But it is clear that if, at any point in this
chain, the event (light-waves, agitation of rods and cones, or
disturbance of optic nerve or brain) which usually has its origin
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in a cat, can be produced otherwise, we shall have exactly the
experience called “seeing a cat”, without any cat bemg there.
I must beg the reader to remember that I am talkmg sc:ence, not
philosophy. I am thinking of such things a¢ images in mirrors,
the effect of a blow on the eyes in causing a man to see stars,
or the cerebral disturbances (whatever they are) which may cause
me to “see a cat” in a dream.

We may put the matter schematically as follows. A certain
experience E (e.g., that which is the visual core in what we call
“seeing a cat”) has, in my previous history, been usually closely
accompanied by certain other experiences. Hence, by virtue of the
law ot habit, the experience E is now accompanied by what Hume
would call “ideas”, but what I should prefer to call “‘expecta-
tions”, which may be purely bodily states. Pn any case, these
expectations deserve to be called “beliefs”, as we shall find later
when we come to analyse belief. Thus while the sensory core
is not cognitive, its associative accompaniments, being beliefs,
must be classed as cognitions (including possibly erroneous
beliefs under this head). If this view seems odd, that is because
we tend to think of beliefs in an unduly intellectualist fashion.

I do not like to use the word “perception” for the complete
experience consisting of a sensory core supplemented by expec-
tations, because the v rd “perception” suggests too strongly
that the beliefs involved are true. I will therefore use the phrase
“perceptive experience”. Thus vhenever I think I see a cat, I
have the perceptive experience f “seeing a cat”, even if, on this
occasion, no physical cat is present.

Since the filling out of the sensation into a perceptive expe-
rience is an example of habit, it follows that, in my past, the
collocations which the perceptive experieice assumes have usually
existed. Put briefly—and still ass...uing physics—hitherto, when
I have “seen a cat”, there has usually been a cat to be seen,
for if this had not been the case I should not have acquired the
habits which I now have. We have therefore inductive grounds
for holding (on a common sense basis) <hat when T “see a cat”
there probably is a cat. We cannot go beyond *‘probably”, since
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we know that people sometimes see cats that are not there, for
instance in dreams. And the possibility of perceptive experiences
as results of sensory stimuli depends entirely upon the fact that
we live in a world in which objects have a certain stability and
also fit into natural kinds. These things depend upon temperature.
So, no doubt, does the possibility of life. Certainly *experience”
depends upon our having a more or less stable body. A “spirit™
in the etymological sense—i.e., a gas in motion—would not have
the physical stability required for experience or the formation
of habits.

To sum up this part of our discussion: in our environment
it frequently happens that events occur together in bundles—
such bundles as distinguish a cat from another kind of object.
Any one of our sefises may be affected by a stimulus arising from
some characteristic of the bundlé¢ in question. Let us suppose the
stimulus to be visual. Then physics allows us to infer that light
of certain frequencies is proceeding from the object to our eyes.
Induction allows us to infer that this pattern of light, which,
we will suppose, looks like a cat, probably proceeds from a region
in which the other properties of cats are also present. Up to a
point, we can test this hypothesis by experiment: we can touch
the cat, and pick it up by the tail to see if it mews. Usually the
experiment succeeds; when it does not, its failure is easily
accounted for without modifying the laws of physics. (It is in
this respect that physics is superior to ignorant common sense.)
But all this elaborate work of induction, in so far as it belongs
to common sense rather than science, is performed spontaneously
by habit, which transforms the mere sensation into a perceptive
experience. Broadly speaking, a perceptive experience is a dog-
matic belief in what physics and induction show to be probable;
it is wrong in its dogmatism, but usuelly right in its content.

It results from the above that, in any perceptive experience,
the sensory core has higher inferential value than the rest. I may
see a cat, or hear it mew, or feel its fur in the dark. In all these
cases, I have a perceptive experience of a cat, but the first is a
visual experience, the second auditory, the third tactile. In order
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to infer from rhy visual experience the light-frequencies at the
surface of the cat, I need (if I am not dreaming and my eyesight
is normal) only the laws of physics; but in order to infer the
other characteristics of cats, I need, further? the experience that
objects having such coloured shapes are more apt to mew than
to bark. While, therefore, none of the inferences from the per-
ceptive experience is certain, the inferences drawn from the sen-
sory core have a higher probability than those drawn from the
other parts of the perceptive experience. This can only be denied
by those who are willing to deny physics or physiology.

T now pass to a slightly different topic, namely, the relation
of perceptive experiences to our knowledge of matters of fact.
That there is such a relation is evident from the difference between
our knowledge of the experienced past and pPresent on the one
hand, and our knowledge of tMe future and tlie uncxperienced
past and present on the cther hand. We know that Caesar was
murdered, but until this event occurred it was not known. It
was known to eye-witnesses because they perceived it ; it is known
to us because of statements that we perceive in history-books.
We sometimes know future facts, for instance the dates of coming
eclipses; but such knowledge is inferred inductively from know-
ledge based directly on percepts, and is less certain than the
knowledge upon whicl. it is based All our knowledge of matters
of fact—-i.e., all knowledge in which there is a reference to
temporal position—is causally ¢ »pendent upon perceptive expe-
riences, and involves at least onc premiss referring 1o the present
or the past. But while this is obvious, the logical relation of
empirical knowledge to perceptive expcrience is by no means
easy to state clearly.

There are some schools of philosophy—notably the Hegelians
and the instrumentalists—whic.. Jdeny the distinction between
data and inferences altogether. They maintain that in all our
knowledge there is an inferential element, that knowledge is an
organic whole, and that the test of truth is coherence rather than
conformity with “fact”. I do not deny»an element of truth in
this view, but I think that, if taken as the whole truth, it renders
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the part played by perception in knowledge inexplicable. It is
surely obvious that every perceptive experience, if I choose to
notice it, affords me either new knowledge which I could not
previously have inf¢rred, or, at least, as in the case of eclipses,
greater certainty than I could have previously abtained by means
of inference. To this the instrumentalist replies that any state-
ment of the new knowledge obtained from perception is always
an interpretation based upon accepted theories, and may need
subsequent correction if these theories turn out to be unsuitable.
If T say, for example, “Look, there is an eclipse of the moon”,
I use my knowledge of astronomy to interpret what I see. No
words exist, according to the instrumentalist, which do not
embody theories or hypotheses, and the crude fact of perception
is therefore for evér ineffable.

I think that this view underestimates the powers of analysis.
It is undeniable that our every-day interpretations of perceptive
experiences, and even all our every-day words, embody theories.
But it is not impossible to whittle away the element of inter-
pretation, or to invent an artificial language involving a minimum
of theory. By these methods we can approach asymptotically to
the pure datum. That there must be a pure datum is, I think,
a logically irrefutable consequence of the fact that perception
gives rise to new knowledge. Suppose, for example, that I have
hitherto entertained a certain group of theories, but I now per-
ceive that somewhere among these theories there is a mistake.
There is necessarily, in this case, something not deducible from
previous theories, and this something is a new datum for my
knowledge of matters of fact, for we mean by a “datum” merely
a piece of knowledge that is not deduced. To deny data in this
sense is, it seems to me, only possible for a Hegelian panlogism.

The question of data has been, mistakenly as I think, mixed
up with the question of certainty. The essential characteristic
of a datum is that it is not inferred. It may not be true, and we
may not feel certain that it is true. The most obvious example
is memory. We know tkat memory is fallible, but there are many
things that we believe, though not with complete assurance, on

124



PERCHPTION AND KNOWLEDGE

the basis of memord alone. Another example is derived from
faint perceptions. Suppose you are listening to a sound which
is gradually growing more distant, for example, a receding aero-
plane. At one time, you are sure that you helr it; at a later time,
you are sure that you do not hear it. At certain intermediate
times, you think that you still hear it, but cannot be sure; at
these times you have an uncertain datum. I am prepared to
concede that all data have some uncertainty, and should there-
fore, if possible, be confirmed by other data. But unless these
other data had some degree of independent credibility, they would
not confirm the original data.

There is here, however, a distinction to be made. While I
hold that no actual statement in words is completely indubitable,
it is possible to define classes of statements which are certainly
all true; in this case, what is ddubtful is whethér a given state-
ment belongs to one of these classes. For many purposes, it is
convenient to define the class of premisses so that all are true;
but if we do so, we can never be sure that a given statement
belongs to the class of premisses.

I shall henceforth assume that there are data, in the sense of
propositions for which the evidence is not wholly derived from
their logical relation to other propositions. I shall not assume
that the actual data wi.ch we can obtain are ever completely
certain, nor yet that a proposition which is a datum cannot be
also a consequence of other ac.epted propositions. This latrer
case occurs whenever we see a predicted eclipse. But when a
proposition concerning a particular matter of fact is inferred,
there must always be among the premisses other matters of fact
from which some general law is obtained by induction. It is
therefore impossible that all our knowiedge of matters of fact
should be inferred.

The question of how to obtain from perceptual experiences
propositions which are premisses for empirical knowledge is
difficult and complicated, but fundamental for any empirical
theory of knowledge.

We must now examine a question of considerable importance,
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namely, that of the part played by egocentsic particulars in per-
ceptive judgments. We may first set out the nature of the prob-
lem, which is as follows. We saw in Chapter VII that it is the ideal
of science to dispen$e with egocentric particulars, and it seemed,
from the discussion in that chapter, as if this ideal were attainable.
If it is atrainable, there can be empirical impersonal knowledge,
and two men who both believe (say) that hydrogen is the lightest
of elements may be both believing the same proposition. If, on
the other hand, all empirical words are, strictly speaking, defined
in terms of egocentric particulars, then, since two people cannot
attach the same meaning to the same egocentric words, no two
people can attach the same meaning to any empirical word, and
there is no empirical proposition that two different people can
both believe. Thfs unpleasant conclusion has, however, much
to be said in its support. Our enfpirical vocabulary is based upon
words having ostensive definitions, and an ostensive definition
consists of a series of percepts which generate a habit. When
the vocabulary has been mastered, it is perception that gives us
the primary knowledge of matters of fact upon which science
is based; and perceptive knowledge, prima facie, demands ego-
cenitric words in its verbal expression. This argument must now
be scrutinized.

Let us begin with “meaning”, and let us take the word “hot”
for purposes of illustration. I shall suppose a schematic simplicity
in the experiences by means of which I learnt the meaning of
the word in childhood: that there was an open fire in my nursery,
and every time I went near it someone said “hot”; that they used
the same word when I perspired on a summer’s day, and when,
accidentally, I spilled scalding tea over myself. The result was
that I uttered the word “hot” whenever I noticed sensations of
a certain kind. So far, we have nothing beyond a causal law:
a certain kind of bodily state causes a certain kind of noise. It
would be easy to construct a machine which would say “hot”
whenever it reached a certain temperature. This, however, is not,
for us, the important point. What is important, for us, is that
this primitive use of the word “hot” has the distinctive charac-
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teristic of egocehtricoparticulars, namely (to quote Chapter VII)
that it “depends upon the relation of the user of the word to
the object with which the word is concerned”. We have held,
throughout our discussion of object-words,*that, in their most
primitive use, they are perceptive judgments: what we express
at first by the one word “hot!” is what we afterwards express
by “this is hot” or “I am hot”. That is to say, every object-word,
in its primitive use, has an implicit egocentricity, which the sub-
sequent development of speech renders explicit.

But when we have advanced to the point at which we can
explicitly consider the meanings of words, we see that this
egocentricity is no part of the meaning of the word “hot” as
it exists in a developed language. The word “hot” means only
that quality in occurrences which, if the occurfences are suitably
related to me, will make them cadses of my utterarie of the word
“hot”. In passing from” “hot!” to “this is hot”, we effect an
analysis: the quality “hot” is freed from egocentricity, and the
formerly implicit egocentric element is rendered explicit by the
words “this is”. Thus in a developed language object-words
such as “hot”, “red”, “smooth”, etc., are not egocentric.

This, however, does not decide as to the egocentric element
in judgments of perception. The question is: can we express what
we know when we mak such judgments, without the use of
“this” or “I-now”? If we cannot, the theory of proper names
suggested in Chapter VI will hav« to be abandoned.

Perceptive judgments, on the face of it, are of two kinds.
In looking at a fire we may say “this is hot” and “thss is bright”’;
these are of the first kind. But we may also say “hotness and
brightness are compresent”; this is of the second kind. When-
ever we can say “‘this is A, this is B, this is C, etc.”, where “A”,
“B”, “C”, . . . are names of qual." 3, we can also say “A, B, C,
. . . are compresent”. But in this latter judgment the spatio-
temporal uniqueness of “this” is lost; we are no longer speaking
of this cceasion, and, so far as our judgment shows, there may
be many occasions on which A, B, C, . ». are all compresent.

If we are to preserve the theory of Chapter VI, we shall have
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to say that “this” is a name (with the limkitations explained in
Chapter .VII) of a bundle of compresent qualities, and that, if
our qualities are suitably chosen or sufficiently numerous, the
whole bundle will fiot occur more than once, i.e., will not have
to itself any of those spatial or temporal relations which we
regard as implying diversity, such as before, above, to the right
of, etc. If this theory can be maintained, the egocentricity in such
a proposition as “this is hot” lies, not in what is known, but
in the causation of our knowledge and in the words by means
of which we express it. The word “this” may be replaced by
something that is strictly a name, say “W”, denoting that whole
complex of qualities which constitutes all that I am now expe-
riencing. The impersonal truth asserted when I say “this is hot”
will then be trantlated into the words “hotness is part of W”.
In this form, what I have learht from perception is ready for
incorporation in impersonal science.

Whether we accept or reject this view, grave difficulties con-
front us. Let us examine first those involved in acceptance.

There are, to begin with, certain difficulties as to space-time.
These were considered in Chapter VI, and I shall assume that
they were there satisfactorily disposed of.

More serious is the apparent consequence that all judgments
of perception are analytic. If “W” is the name of a whole con-
sisting of a bundle of qualities, and “this is hot” only says that
hotness is one of the qualities composing W, then, as soon as
“W” is defined, the proposition “this is hot”” becomes analogous
to such propositions as “rational animals are animals” or “hexa-
gons are polygons”. But this is absurd: it does away with the
distinction between empirical and logical knowledge, and makes
the part played by experience in empirical knowledge inexplicable.

The only answer is to say that, although “W is, in fact, the
name of a certain bundle of qualities, we do not know, when
we give the name, whar qualities constitute W. That is to say,
we must suppose that we can perceive, name, and recognize a
whole without knowir.g what are its constituents. In that case,
the datum which appears as subject in a judgment of perception
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is a complex wholeJ of which we do not necessarily perceive
the complexity. A judgment of perception is always a judgment
of analysis, but not an analytic judgment. It says “the whole W,
and the quality Q, are related as whole-and-part”, where W and Q
are independently, given. The fact that they are “given” enters
into the causation of what we know, and into its verbal expression
if we u.: the word “this”, but not into its verbal expression
in the form “Q is part of W”.

The above theory has the consequence that we cannot express
our knowledge without names for complex wholes, and that we
can be acquainted with complex wholcs without knowing of what
constituents they consist. T shall revert to this question in Chap-
ter XXIV, where grounds will be given for accepting the view
as to wholes that our present theory requires.

I conclude, provisionally, thatethe difficulties of~accepting our
present theory are not insuperable.

Let us now examine the difhculties which result from reject-
ing it.

If we reject our theory, we accept cither “this” or “I-now”
as a necessary constituent of judgments of perception. I shall
assume that we adhere to “this”. The argument is exactly the
same whichever alternative we choose.

The difficulty that arise: here 15 not as to egocentric particulars,
but as to “substance”. If T admit propositions of the form “this
is hot”, wherc “this” does not drsignate a bundle of qualities,
then “this” becomes the name ot something which is merely a
subject of predicates, and which scrves no purpose except that
predicates “inherc” in it. All propositions of the form “this is
hot” are supposed to be synthetic, so that “this” is not dcfined
when all its predicates are enumerated. If it were, it would be
superfluous, and we could reve. o the theory that “this”
denotes a bundle of qualities (which now are no longer syn-
tactically predicates). We must therefore hold it possible that
this and ihat should have exactly the same predicates. The
identity of indiscernitlcs, if true, will be a fortunate accident,
and “identity” will be an indefinable. Morcover it may happen
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that this and that are not identical, althoug:1 no-evidence of this
is imaginable. Counting will be impossible, for, if a and & are
indistinguishable, I shall give them the same name, and any act
in which I count cae of them will necessarily be also an act in
which I count the other. It is clear therefore that, if there be a
concept of identity which allows indiscernibles to be not iden-
tical, such a concept can never be applied, and can have no
relation to our knowledge. We should, therefore, prefer a theory
which does not require it.

I conclude, therefore, that the theory of proper names de-
veloped in Chapter VI is to be maintained, and that all knowledge
stated by means of egocentric particulars can be stated without
employing them.

130



Chapter IX

EPISTEMOLOGICAL PREMISSES

Theory of knowledge is rendered difficult by the fact that it
involves psychology, logic, and the physical sciences, with the
result that confusions between diflerent points of view are a
constant danger. This danger is particularly acute in connection
with the problcm of our present chapter, which is that of deter-
mining the premisses of our know ledge from an eplstemologlcal
point of view. And there is a fufther source of confusion in the
fact that, as already noted, theory of knowledge itself may be
conceived in two dlﬁ'erent ways. On the one hand, accepting
as knowledge whatever science recognizes as such, we may ask:
how have we acquired this knowledge, and how best can we
analyse it into premisses and inferences? On the other hand, we
may adopt the Cartesian standpoint, and seek to divide what
passes for knowledge into more certair and less certain portions.
These two inquiries are « >t so distinct as they might seem, for,
since the forms of inference involved are not demonstrative, our
premisses will have more certair y than our conclusions. But
this fact only makes it the morc difficult to avoid confusion
between the two inquiries.

An epistemological premiss, which we shall now seek to define,
must have three characteristics. It must be @) a logical premiss,
(&) a psychological premiss, and (c) true so iar as we can ascertain.
Concerning each of these somethu. ; must be said.

(2) Given any systematic body of propositions, such as is
contained in some science in which there are general laws, it is
possible, usually in an indefinite number of ways, to pick out
certain of the propusitions as premissés, and deduce the re-
mainder. In the Newtonian theory of the solar system, for

13L



AN INQUIRY INTO MEANING AND TRUTH .

example, we can take as premisses the law of gravitation together
with the-positions and velocities of the planets at a given moment.
Any moment will do, and for the law of gravitation we can
substitute Kepler’s three laws. In conducting such analyses, the
logician, as such, is indifferent to the truth or falsehood of the
body of propositions concerned, provided they are mutually
consistent (if they are not, he will have nothing to do with them).
He will, for example, just as willingly consider an imaginary
planetary system and a gravitational law other than that of the
inverse square. Nor does he pretend that his premisses give the
grounds for believing in their consequences, even when both
are true. When we are considering grounds of belief, the law
of gravitation is an inference, not a premiss.

The logician, 1n his search for premisses, has one purpose
which is emphatically not shared by the epistemologist, namely,
that he seeks a minimum set of premisses. A set of premisses is
a minimum set, in relation to a given body of propositions, if
from the whole set, but not from any part of the set, all the given
body of propositions can be deduced. Usually many minimum
.sets exist; the logician prefers those that are shortest, and, among
two equally short, the one that is simplest. But these preferences
are merely aesthetic.

(8) A psychological premiss may be defined as a belief which
is not caused by any other belief or beliefs. Psychologically, any
belief may be considered to be inferred when it is caused by
other beliefs, however invalid the inference may be for logic. The
most obvious class of beliefs not caused by other beliefs are those
that result directly from perception. These, however, are not the
only beliefs that are psychological premisses. Others are required
to produce our faith in deductive arguments. Perhaps induction
also is based, psychologically, upon primitive beliefs. What others
there may be I shall not at the moment inquire.

(c) Since we are concerned with theory of knowledge, not
merely of belief, we cannot accept all psychological premisses
as epistemological premnisses, for two psychological premisses
may contradict each other, and therefore not all are true. For
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example I may‘thin!; “there is a man coming downstairs”, and
the next moment I may realize that it is a reflection of myself
in a mirror. For such reasons, psychological premisses must be
subjected to analysis before being accepted asspremisses for theory
of knowledge. In.this analysis we are as little sceptical as possible.
We assume that perception can cause knowledge, although it
may cause error if we are logically careless. Without this fund-
amental assumption, we should be reduced to complete scep-
ticism as regards the empirical world. No arguments are logically
possible either for or against complete scepticism, which must
be admitted to be one among possible philosophies. It is, how-
ever, too short and simple to be interesting. I shall, therefore,
without more ado, develop the opposite hypothesis, according
to which beliefs caused by perception are to be accepted unless
there are positive grounds for r&ecting them. =~

Since we can never be completely certain that any given pro-
position is true, we can never be completely certain that it is
an epistemological premiss, even when it possesses the other two
defining properties and seems to us to be true. We shall artach
different “weights” (to use a term employed by Professor
Reichenbach) to different propositions which we believe and
which, if true, are epistemological premisses: the greatest weight
will be given to those ¢ which we are most certain, and the
least to those of which we are least certain. Where there is a
logical conflict we shall sacrifice the less certain, unless a large
number of these are opposed t¢ a very small number of the
more certain.

Owing to the absence of certainty, we shall not seek, like the
logician, to reduce our premisses to a minimum. On the cortrary,
we shall be glad when a number of propusitions which support
one another can all be acceptec : epistemological premisses,
since this increases the probability of all of them. (I am not
thinking of logical deducibility, but of inductive compati-
bility.)

Epistemological p:einisses are differemt according as they are
momentary, individual, or social. Let us illustrate. I believe that
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16® = 256; at the moment, I believe this on'grounds of memory,
but probably at some time I did the sum, and I have convinced
myself that the received rules of multiplication follow from the
premisses of logic. Fherefore taking my life as a whole, 16* = 256
is inferred, not from memory, but from logic. In this case, if my
logic is correct, there is no difference between the individual and
the social premisses.

But now let us take the existence of the Straits of Magellan.
Again, my momentary epistemological premiss is memory. But
I have had, at various times, better reasons: maps, books of
travel, etc. My reasons have been the assertions of others, whom
I believed to be well-informed and honest. Their reasons, traced
back, lead to percepts: Magellan, and others who have been in
the region concefned when it was not foggy, saw what they
took to be land and sea, and by dint of systematized inferences
made maps. Treating the knowledge of mankind as one whole,
it is the percepts of Magellan and other travellers that provide
the epistemological premisses for belief in the Straits of Magellan.
Weriters who are interested in knowledge as a social phenomenon
are apt to concentrate upon social epistemological premisses. For
certain purposes this is legitimate, for others not. Social epis-
temological premisses are relevant in deciding whether to
spend public money on a new telescope or an investigation of
the Trobriand Islanders. Laboratory experiments aim at estab-
lishing new factual premisses which can be incorporated in the
accepted system of human knowledge. But for the philosopher
there are two prior questions: what reason (if any) have I for
believing in the existence of other people? And what reason
(if any) have I now for believing that I existed at certain past
times, or, more generally, that my present beliefs concerning
past times are more or less correct? For me now, only my moment-
ary epistemological premisses are really premisses; the rest must
be in some sense inferred. For me as opposed to others, my
individual premisses are premisses, but the percepts of others
are not. Only those who regard mankind as in some mystical
sense a single entity possessed of a single persistent mind have
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a ngnt to confine their epistemology to the consideration of
social epistemological premisses.

In the light of these distinctions, let us consider possible defi-
nitions of empiricism. I think that the great mbjority of empiricists
are social empiricists, a few are individual empiricists, and hardly
any are momentary empiricists. What all empiricists have in
common is emphasis upon perceptive premisses. We shall seek
a definition of this term presently; for the moment I shall say
only a few preliminary words.

Speaking psychologically, a “perceptive premiss” may be
defined as a belief caused, as immediately as possible, by a per-
cept. If I believe there will be an eclipse because the astronomers
say so, my belief is not a perceptive premigs; if I believe there
is an eclipse because I see it, that is a perceptwe premiss. But
immediately difficulties arise. What astronomers ‘call an eclipse
is a pubhc event, whereas what I am seeing may be due to a
defect in my eye or my telescope. While, therefore, the belief
“there is an eclipse’ may arise in me without conscious inference,
this belief goes beyond the mere expression of what I see. Thus
we are driven, in epistemology, to define “perceptive premiss”
more narrowly than would be necessary in psychology. We are
driven to this because we want a “perceptive premiss” to be
something which there is never good reason to think false, or,
what comes to the same thing, something so dcfined that two
perceptive premisses cannot contradict each other.

Assuming “perceptive premisses” to have been adequately
defined, let us return to the definition of “empiricism”. My
momentary knowledge consists largely of memory, and my
individual knowledge consists largely of testimony. But memory,
when it is veridical, is related to a previous perceptive premiss,
and testimony, when it is veridical, is related to some one else’s
perceptive premiss. Social empiricism takes these perceptive
premisses of other times or other persons as zke empirical pre-
misses for what is now accepted, and thus evades the problems
connected with memory and testimony.*This is plainly illegiti-
mate, since there is reason to believe that both memory and
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testimony sometimes deceive. I, now, cat only arrive at the
perceptive premisses of other times and other persons by an
inference from memory and testimony. If I, now, am to have
any reason to believe what I read yesterday in the Encyclopaedia,
I must, now, find reason to trust my memory, and to believe,
in suitable circumstances, what comes to me in the form of tes-
timony. I must, that is to say, start from momentary epistemo-
logical premisses. To do anything else is to evade problems which
it is part of the business of epistemology to consider.

It follows from the above considerations that epistemology
cannot say: “knowledge is wholly derivable from perceptive
premisses together wiih the principles of demonstrative and
probable inference”, Memory premisses, at least, must be added
to perceptive prerhisses. What premisses, if any, must be added
in order to make testimony &dmissible (with common sense
limitations), is a difficult question, which must be borne in mind,
but need not be discussed at the moment. The paramount im-
portance of perception, in any tenable form of empiricism, is
causal. Memory, when veridical, is causally dependent upon a
previous perception; testimony, when veridical, is causally depen-
dent upon some one else’s perception. We may say, therefore:
“all human knowledge of matters of fact is in part caused by
perception”. But a principle of this sort is clearly one which can
only be known by inference, if at all; it cannot be a premiss
in epistemology. It is fairly clear that part of the cause of my
believing in the Straits of Magellan is that certain people have
seen them, but this is not the ground of my belief, since it has
to be proved to me (or rather made probable) that such people
have had such percepts. To me, their percepts are inferences,
not premisses.
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Chapter X

BASIC PROPOSITIONS

“Basic Propositions”, as I wish to use the term, are a sub-
class of epistemological premisses, namely those which are caused,
as immediately as possible, by perceptive experiences. This
excludes the premisses required for inference, whether demon-
strative or probable. It excludes also any extra-logical premisses
used for inference, if there be such—e.g., ‘““What is red is not
blue”, “if A is earlier than B, B is not earlier than A”. Such
propositions demand careful discussion, but whether premisses
or not, they are in any case not “basic” in the above
sense.

I have borrowed the term *‘basic proposition” from Mr. A. J.
Ayer, wno uses it as the equivalent of the German Protokollsdez
employed by the logical positivists. I shall use it, perhaps, not
in exactly the same sense in which it is used by Mr. Ayer, but
1 shall use it in connect! n with the same problems as those
which have led him and the logical positivists to require such
a term.

Many writers on theory of knov ledge hold that from a single
occurrence nothing is to be learnt. They think of all empirical
knowledge as consisting of inductions from a number of more
or less similar experiences. For my part, I think that such a view
makes history impossible and memory uniatelligible. I hold that,
from ary occurrence that a man neiices, he can obtain know-
ledge, which, if his linguistic habits are adequate, he can express
in sentences. His linguistic habits, of course, have been generated
by past experiences, but these only determine the words he uses.
The truth of what he says, given the meanings of his words,
can, given adequate care, be wholly dependent upon the character
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of one occurrence that he is noticing. When this is the case,
what he is assérting is what I call a “basic proposition”.

The discussion of basic propositions has two parts. First, it
is necessary to argue, as against opposing opinions, that there
are basic propositions. Secondly, it is necessary to determine just
what sort of thing they can affirm, and to show that this is
usually much less than common sense asserts on the occasions
on which the basic propositions in question are epistemologically
justifiable.

A basic proposition is intended to have several characteristics.
It must be known independently of inference from other pro-
positions, but not independently of evidence, since there must
be a perceptive occurrence which gives the cause and is con-
sidered to give tlie reason for believing the basic proposition.
Then again, from a logical point of view, it should be possible
so to analyse our empirical knowledge that its primitive pro-
positions (apart from logic and generalities) should all have been,
at the moment when they were first believed, basic propositions.
This requires that basic propositions should not contradict each
other, and makes it desirable, if possible, to give them a logical
form which makes mutual contradiction impossible. These con-
ditions demand, therefore, that a basic proposition should have
two properties:

(1) It must be caused by some sensible occurrence;
(2) It must be of such a form that no other basic proposition
can contradict it.

As to (1): I do not wish to insist upon the word “caused”,
but the belief must arise on the occasion of some sensible occur-
rence, and must be such that, if questioned, it will be defended
by the argument “why, I see it” or something similar. The
belief refers to a certain time, and the reasons for believing it
did not exist before that time. If the event in question had been
previously inferred or expected, the evidence beforehand was
different from that afforded by perception, and would generally
be considered less decisive. Perception affords for the belief
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evidence which s considered the strongest possible, but which
is not verbal.

As to (2): the judgments that common sense bases upon
perception, such as “there is a dog”, usually go beyond the
present datum, and may therefore be refuted by subsequent
evidence. We cannot know, from perception alone, anything
about other times or about the perceptions of others
or about bodies understood in an impersonal sense. That
is why, in the search for data, we are driven to analysis:
we are seeking a core which is logically independent of other
occurrences. When you think you see a dog, what is really given
in perception may be expressed in the words “there is a canoid
patch of colour”. No previous or subsequent occurrence, and
no experience of others, can prove the falseRood of this pro-
position. It is true that, in the se¢hse in which we"infer eclipses,
there can be evidence against a present judgment of perception,
but this evidence is inductive and merely probable, and cannot
stand against “the evidence of the senses”. When we have
analysed a judgment of perception in this way, we are left with
something which cannot be proved to be false.

We may then define a “basic proposition” as follows: it is a
proposition which arises on occasion of a perception, which is
the evidence for its truth, and it has a form such that no two
propositions having this form can be mutually inconsistent if
derived from different percepts.

Examples would be: “I am hot”, “that is red”, “what a foul
smell”. All basic propositions in the above sense are personal,
since no one else can share my percepts, and transitory, for after
a moment they are replaced by memories.

In place of the above definition, we can adopt a logical defi-
nition. We can consider the whole body of empirical knowledge,
and define “basic propositions” as those of its logically indemon-
strable propositions which are themselves empirical, i.e., assert
some temporal occurrence. This definition, I think, is exten-
sionally equivalent to the above epistemolegical definition.

Some among logical positivists, notably Neurath and Hempel,
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deny that any set of propositions can be singled out as “basic”,
or as in any important epistemological sense premisses for the
remainder. Their view is that “truth” is a syntactical, not a
semantic concept: @ proposition is “true” within a given system
if it is consistent with the rest of the system,.but there may be
other systems, inconsistent with the first, in which the proposition
in question will be “false”. There is no such process, according
to them, as deriving the truth of a proposition from some non-
verbal occurrence: the world of words is a closed self-contained
world, and the philosopher need not concern himself with any-
thing outside it.

In logic and mathematics, the view that “truth” is a syntactical
concept is correct, since it is syntax that guarantees the truth
of tautologies. Truth, in this sphere, is discoverable by studying
the form of the proposition concerned; there is no need to go
outside to something that the proposition “means” or “asserts”.
The authors in question assimilate empirical to logical truth, thus
reverting unconsciously to the tradition of Spinoza, Leibniz and
Hegel. In rejecting their view, as I shall contend that we must,
we are committing ourselves to the opinion that “truth” in
empirical material has a meaning different from that which it
bears in logic and mathematics.

The coherence theory of truth, as I have just said, is that of
Hegel. It is worked out, from a Hegelian point of view, in
Joachim’s book The Nature of Truth, which 1 criticized, from
the standpoint of the correspondence theory, in Philosophical
Essays (1910). The Hegelian theory, however, differs from that
of Neurath, since it holds that only one body of mutually coherent
propositions is possible, so that every proposition remains defi-
nitely true or false. Neurath, on the contrary, takes the view of
Pirandello: “so it is, if you think so”.

The theory of Neurath and Hempel is set forth in articles in
Erkenntnis and Analysis. The following are quotations or para-
phrases of their words.

An assertion is °called right when we can fit it in
(eingliederny).
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Assertions are compared with assertions, not with “expe-
riences” (Erlebnissen).

There are no primary Protokollsitze or propositions needing
no confirmation.

All Protokollsétze should be put into the following form:
“Otto’s protocol at 3:17: {Otto’s word-thought at 3:16 (In
the room at 3:15 was a table perceived by Otto)}.”

Here the repeated use of the word “Otto” instead of “I” is
essential.

Although, according to the above, it would seem as if we
were debarred from knowing anything about the physical world
except that physicists make certain assertions about it, Neurath
nevertheless commits himself to the statement that sentences are
mounds of ink or systems of air-waves (Er‘/cennmzs IV, 209).
He does not tell us how he discvered this fact; presumably he
only means that physicists assert it.

Neurath in “Radikaler Physikalismus und Wirkliche Welt”
(Erkenntnis IV, 5, 1934), maintains the following theses:

1. All Realsétze of science including Protokollsitze, are chosen
as the result of Eneschliisse (decisions), and can be altered.

2. We call a Realsity false when it cannot fit into the edifice
of science.

3. The control of cciiain Realsdtze is compatibility with
certain Protokollsitze: instead of die Wirklichkeit we have a
number of mutually incompatisle but internally coherent
bodies of propositions, choice berween which 1s “nicke logisch
ausgezeichner”.

The practice of life, Neurath says, quickly reduces ambiguity;
moreover the opinions of neighbours influence us.

Carl G. Hempel “On the logical positivist’s theory of truth’
(Analysis 11, 4, Jan. ) sets forth the history of the views
of logical positivists as to Protokollsitze. He says the theory
developed step by step from a correspondence theory into a
restrained coherence theory. He says that Neurath denies that
we can ever compare reality with propositions, and that Carnap
agrees.
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We started, he says, from Wittgenstein’s atomic propositions;
these were replaced by Protokollsdtze, at first thought to express
the results of observation. But then Protokollsdtze were no longer
the result of obserlation, and then no class of statements was
admitted as basic. :

Carnap (Hempel continues) says there are no absolutely first
statements for science; even for Protokoilsdtze further justifica-
tion may be demanded. Nevertheless:

“Carnap and Neurath do by no means intend to say: “There
are no facts, there are only propositions’; on the contrary, the
occurrence of certain statements in the protocol of an observer
or in a scientific book is regarded as an empirical fact, and the
propositions occurring as empirical objects. What the authors
do intend to say, may be expressed more precisely thanks to
Carnap’s distinction between the material and the formal mode
of speech. . . .

“The concept of truth may be characterized in this formal
mode of speech, namely, in a crude formulation, as a sufficient
agreement between the system of acknowledged Protokollsdtze
and the logical consequences which may be deduced from the
statement and other statements which are already adopted. . . .

“Saying that empirical statements ‘express facts’ and conse-
quently that truth consists in a certain correspondence between
statements and the ‘facts’ expressed by them, is a typical form
of the material mode of speech.” (p. 54) [i.e., “truth” is syntactic,
not semantic.]

“In order to have a relatively high degree of certainty, one
will go back to the Protokollsitze of reliable observers.” [Two
questions arise: A. How do we know who are reliable? B. How
do we know what they say?]

“The system of Protokollsitze we call true . . . may only be
characterized by the historical fact, that it is the system which
is actually adopted by mankind, and especially by the scientists
of our culture circle.

“A Protokollsaty, Hke every other statement, is at the end
adopted or rejected by a decision.”
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Protokollsdtze are now superfluous. It is implied that there
is.no definite world with definite properties.

I think Neurath and Hempel may be more or less right as
regards their problem, which is the construdtion of an encyclo-
paedia. They want public impersonal propositions, incorporated
in public science. But public knowledge is a construction, con-
taining less than the sum of private knowledges.

The man who is constructing an encyclopaedia is not expected
himself to conduct experiments; he is expected to compare the
opinions of the best authorities, and arrive, so far as he can, at
the standard scientific opinion of his time. Thus in dealing with
a scientific question his data are opinions, not direct observations
of the sub]ect-matter The individual men of science, however,
whose opinions are the encyclopaedist’s premxsses, have not
themselves merely compared other investigators” opinions; they
have made observations and conducted experiments, on the basis
of which they have been prepared, if necessary, to reject pre-
viously unanimous opinions. The purpose of an observation or
experiment 1s to give rise to a perceptive experience, as a result
of which the percipient has new knowledge, at first purely per-
sonal and private. Others may repeat the experiment, and in
the end the result becomes part of public knowledge; but this
public knowledge is me.ely an abstract or epitome of private
knowledges.

All theory of knowledge must start from “what do / know ?”
not from “what does mankind know?”” For how can 1 tell what
mankind knows? Only by (a) personal observation of what it
says in the books it has written, and (8) weighing the evidence
in favour of the view that what is said in the books is true. If
I am Copernicus, 1 shall decide against the books; if I am a
student of cuneiform, I may decide that Darius did not say what
he is supposed to have said about his campaigns.

There is a tendency—not confined to Neurath and Hempel,
but prevalent in much modern philosophy—to forget the argu-
ments of Descartes and Berkeley. It may be that these arguments
can be refuted, though, as regards our present question, I do
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not believe that they can be. But in any case they are too weighty
to be merely ignored. In the present connection, the point is that
my knowledge as to matters of fact must be based upon my
perceptwe experientes, through which alone I can ascertain what
is received as pubhc knowledge.

This applies, in particular, to what is to be found in books.
That Carnap’s books say whatever they do say is the sort of
thing that would be generally accepted as public knowledge.

But what do I know?

(r) What I see when I look at them

(2) What I hear when others read them aloud

(3) What I see when others quote them in print

(4) What 1 see when I compare two copies of the same
book.

Hence, I pass, by elaborate and doubtful inferences, to public
knowledge.

On Neurath’s view, language has no relation to non-linguistic
occurrences, but this makes many every-day experiences inex-
plicable. For instance: I arrived in Messina from a sea voyage
in 1901 and found flags at half-mast; on inquiry I learnt that
McKinley had been murdered. If language has no relation to the
non-linguistic, this whole procedure was frivolous.

As we saw, Neurath says the proper form of a protocol sen-
tence is: “Otto’s protocol at 3:17: {Otto’s word-thought at
3:16 was: (In the room at 3:15 there was a table perceived by
Otto) }.”

It seems to me that, in giving this form to protocol sentences,
Neurath shows himself far more credulous than the man who
says “there’s a dog”. In the inside bracket he perceived a table,
which is just as bad as perceiving a dog. In the outside bracket
he finds words for what he has perceived, viz.: “in the room
at 3:15 there was a table perceived by Otto”. And a minute later
he writes down the words at which he has arrived. This last
stage involves memory and the continuity of the ego. The second
stage involves memary also, and in addition involves intro-

spection.
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Let us take the matter in detail.

To begin with the inner bracket: “in the room at 3:15 there
was a table perceived by Otto”. We may take the words “in
the room” as merely meaning that the table had a perceptual
background, and in that sense they may be allowed to pass. The
words “at 3:15” imply that Otto was looking at his watch as
well as at the table, and that his watch was right. These are grave
matters, if taken seriously. Let us suppose that, instead of “at
3:15” we say “once upon a time”, and instead of “3:16” we
say “a little later”, and instead of “3:17” we say “a little later
still”. This eliminates the difficulties of time-measurement, which
surely Neurath cannot have intended to introduce. We come now
to the words “there was a table”. These are objectionable on the
same grounds as “there’s a dog”. It may not have been a table,
but a reflection in a mirror. Or perhaps it wdb like Macbeth’s
dagger, a phantasm called up by the intention of committing
a murder on a table. Or perhaps a very unusual collocation of
quantum phenomena caused a momentary appearance of a table,
which was going to disappear in another moment. It may be
conceded that this last hypothesis is improbable, that Dr. Neurath
is not the sort of person who would think of murdering anybody,
and that his room probably contains no mirror large enough for
the reflection of a table hat is elsewhere. But such considerations
ought not 1o be necessary where protocol-sentences are con-
cerned.

I come now to a still more serious matter. We are told, not
only that there was a table, but that there was a table “perceived
by Otto”. This last is a social statement, derived from experience
of social life, and by no means primitive; in so far as there is
reason to believe it, it is based upon argument. Otto perceives .
the table, or rather a tabular appearance—well and good—but
he does not perceive that Otto perceives it. What is “Otto”?
So far as he can be known, either to himself or others, he is
a series of occurrences. One of them is the visual appearance
which he rashly calls a table. By the help of conversation, he is
led to the conclusion that the occurrences people mention form
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bundles, each of which is one person, and that the appearance
of the table belongs to the same bundle as the subsequent word-
thought and the still more subsequent act of writing. But all this
elaboration is no patt of the visual datum. If he always lived
alone, he would never be led to distinguish between “there’s
a table” and “I see a table”; in fact, he would always use the
former phrase, if one could suppose him using phrases at all.
The word “I” is a word of limitation, meaning “I, not you”;
it is by no means part of any primitive datum. And this is
still more evident when, instead of “I”, Neurath says
“Otto”.

So far we have only been concerned with what happened
at 3:5. It is now time to consider what happened at
3:16.

At 3216, Otto put into words what had happened at 3:15.
Now I am willing to admit that the words he used are such as
well might be employed by a man who was not on the lookout
for pitfalls. There is, therefore, less to criticize at this stage. What
he thought may well not have been true, but I am quite willing
to concede that he thought it, if he says so.

At 3:17, Otto carried out an act of introspection, and decided
that, a minute ago, a certain phrase had been in his thoughts,
not just as a phrase, but as an assertion concerning an earlier
perception which, at 3:16, he still remembered. It is only what
happens at 3:17 that is actually asserted. Thus according to
Neurath the data of empirical science are all of the following
form:

“A certain person (who happens to be myself, but this, we
are told, is irrelevant) is aware at a certain time that a little while
ago he believed a phrase which asserted that a little while before
that he had seen a table.”

That is to say, all empirical knowledge is based upon recol-
lections of words used on former occasions. Why recollections
should be preferred to perceptions, and why no recollections
should be admitted except of thought-words, is not explained.
Neurath is making an attempt to secure publicity in data, but
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by mistake has arrived at one of the most subjective forms of
knowledge, namely recollection of past thoughts. This result
is not encouraging to those who believe that data can be
public.

The particular form given to protocol-sentences by Neurath
is, perhaps, not an essential part of his doctrine. Let us therefore
examine it more generally.

Let us repeat some quotations.* “Statements are compared
with statements, not with experiences”(N). “A protocol-state-
ment, like every other statement, is at the end adopted or rejected
by a decision” (N). “The system of Protokollsdtze we call true
. . . may only be characterized by the historical fact, that it is
the system which is actually adopted by mankind, and especially
by the scientists of our culture circle” (H). “Instead of reality
we have a number of mutuafly incompatibl€ but internally
coherent bodies of propositions, choice between which is not
logically determined (logisch ausgezeichnet)” (N).

This attempt to make the linguistic world self-sufficient is
open to many objections. Take first the necessity of empirical
statements*about words, e.g., “Neurath says so-and-so”. How
do I know this ? By seeing certain black marks on a white ground.
But this experience must not, according to Neurath and Hempel,
be made a ground for 1.y assertion that Neurath says so-and-so.
Before I can assert this, ] must ascertain the opinion of mankind,
and especially of my culture circ 2, as to what Neurath says. But
how am I to ascertain it? 1 go 10ound to all the scientists of my
culture circle, and say: “what does Neurath say on p. 364?” In
reply I hear certain sounds, but this is an experience, and there-
fore does not give any ground for an ocvinion as to what they
said. When A answers, I must go round to B, C, D, and the
rest of my culture circle, to ascectain what they think A said.
And so c.. throughout an endless regress. If eyes and ears do
not enable me to know what Neurath said, no assemblage of
scientists, however distinguished, can enable me to know. If
Neurath is right, his opinions are not known to me through his

* In what follows, “N”* stands for *“Neurath” and *“H" for *““Hempel”.
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writings, but through my decisions and those of my culture circle.
If we choose to attribute to him opinions completely different
from those which he in fact holds, it will be useless for him to
contradict, or to point to pages in his writings; for by such
behaviour he will only cause us to have experiences, which are
never a ground for statements.

Hempel, it is true, denies such consequences of his doctrine.
He says: “Carnap and Neurath do by no means intend to say:
‘there are no facts, there are only propositions’; on the contrary,
the occurrence of certain statements in the protocol of an observer
or in a scientific book is regarded as an empirical fact, and the
propositions occurring as empirical objects.” But this makes non-
sense of the whole theory For what is an “empirical fact”? To
say: “A is an empirical fact” is accordmg to Neurathand Hempel
to say: “the proposition ‘A occhrs is conslstent with a certain
body of already accepted propositions”. In a different culture
circle another body of propositions may be accepted; owing to
this fact, Neurath is an exile. He remarks himself that practical life
soon reduces the ambiguity, and that we are influenced by the
opinions of neighbours. In other words, empirical truth can be
determined by the police. This doctrine, it is evident, is a com-
plete abandonment of empiricism, of which the very essence is
that only experiences can determine the truth or falsehood of
non-tautologous propositions.

Neurath’s doctrine, if taken seriously, deprives empirical pro-
positions of all meaning. When I say “the sun.is shining”, I
do not mean that this is one of a number of sentences between
which there is no contradiction; I mean something which is not
verbal, and for the sake of which such words as “sun” and
“shining” were invented. The purpose of words, though philo-
sophers seem to forget this simple fact, is to deal with matters
other than words. If I go into a restaurant and order my dinner,
I do not want my words to fit into a system with other words,
but to bring about the presence of food. I could have managed
without words, by taking what I want, but this would have been
less convenient. The verbalist theories of some modern philo-
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sophers forget the homely practical purposes of every-day words,
and lose themselves in a neo-neo-Platonic mysticism. I seem to
hear them saying “in the beginning was the Word”, not “in the
beginning was what the word means”. It iw remarkable that this
reversion to ancient metaphysics should have occurred in the
attempt to be ultra-empirical.

149



Chapter XI

FACTUAL PREMISSES .

Assuming, as I shall do henceforth, that there are basic pro-
positions, it seems to me that, for theory of knowledge, “basic
propositions” may be alternatively defined as “those propositions
about particular occurrences which, after a critical scrutiny, we
still believe independently of any extraneous evidence in their
favour”.

Let us consider the clauses of “this definition, and let us begin
at the end. There may be evidence in favour of a basic proposition,
but it is not this evidence afone that causes our belief. You may
wake up in the morning and see that it is daylight, and you may
see from your watch that it must be daylight. But even if your
watch pointed to midnight, you would not doubt that it is day-
light. In any scientific system, a number of propositions based on
observations support each other, but each is capable of com-
manding belief on its own account. Moreover mutual support
among basic propositions is only possible on the basis of some
theory.

There are cases, however—chiefly where memory is concerned
—in which our belief, though not inferential, is more or less un-
certain. In such cases, a system composed of such beliefs wins
more acceptance than any one of them singly. I think Mr. Z.
invited me to dinner on Thursday; I look in my diary, and find
an entry to that effect. Both my memory and my diary are fallible,
but when they agree I think it unlikely that they are both wrong.
I will return to this kind of case later; for the present, I wish to
exclude it. It is to be observed, meantime, that a non-inferential
belief need not be either certain or indubitable.

Now comes the question of critical scrutiny, and a very

150



FACTUAL PREMISSES

awkward question it is. You say “there’s a dog”, and feel quite
satisfied of the truth of your statement. I shall not suppose your
faith attacked by Bishop Berkeley, but by one of his allies in
modern business. The producer comes to you and says: “ah, I
hoped you would think it was a dog, but in fact it was recorded
by the new system of technicolour, which is revolutionizing the
cinema”. Perhaps the physiologist in future will be able to stimu-
late the optic nerve in the way necessary for seeing a dog; I
have gathered from the works of Bulldog Drummond that con-
tact of a fist with the eye enables people to see the starry heavens
as well as the moral law. And we all know what hypnotists can
do; we know also how emotional excitement can produce pheno-
mena like Macbeth’s dagger. On these grounds, which are all
derived from common sense, not from philusophy, a man pos-
sessed of intellectual prudence #ill avoid such sash credulity as
is involved in saying “there’s a dog”.

But what, then, will such a man say on such an occasion?
Having been badly brought up, he will have an impulse to say
“dog”, which he will have to restrain. He will say: “there is a
canoid patch of colour”. Suppose, now, having been impressed
by the method of Cartesian doubt, he tries to make himself
disbelieve even this. What reason can he find for disbelieving it?
It cannot be disproved }v anything else that he may see or hear;
and he can have no better reason for believing in other sights or
sounds than in this one; if he rarries doubt to this length, he
cannot even know that he said “dog”, if he did say so.

We should note that basic propositions must be just as true
when applied to dreams as when applied to waking life; for,
after all, dreams do really occur. This is a criterion for dis-
criminating between what is basic and what is interpretative.

We thus arrive at the mome::ta~v object of perception as the
least questionable thing in our experience, and as therefore the
criterion and touchstone of all other certainties and pseudo-
certainties.

But for theory of knowledge it is notsufficient that we should
perceive something; it is necessary that we should express what
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we perceive in words. Now most object-words- are condensed
inductions; this is true of the word “dog”, as we have already
had occasion to notice. We must avoid such words, if we wish
to be merely recording what we perceive. To do this is very
difficult, and requires a special vocabulary. We have seen that
this vocabulaty includes predicate-words such as “red”, and
relation-words such as “precedes”, but not names of persons or
physical objects or classes of such terms.

We have considered the subject of “basic propositions” or
Protokollsitze, and tried to show that empirical knowledge is
impossible without them. It will be remembered that we defined
a “basic proposition” by two characteristics:

(1) It arises on occasion of a perception, which is the evidence
for its truth; :

(2) It has a form such that o two propositions having this
form can be mutually inconsistent if derived from different
percepts.

A proposition having these two characteristics cannot be
disproved, but it would be rash to say that it must be true.

Perhaps no actual proposition quite rigidly fulfils the definition.
But pure perceptive propositions remain a limit to which we can
approach asymptotically, and the nearer we approach the smaller
is the risk of error.

Empirical knowledge requires, however, other premisses
asserting matters of fact, in addition to pure perceptive proposi-
tions. I shall give the name “factual premiss” to any uninferred
proposition which asserts something having a date, and which I
believe after a critical scrutiny. I do not mean that the date is
part of the assertion, but merely that some kind of temporal
occurrence is what is involved in the truth of the assertion.

Factual premisses are not alone sufficient for empirical know-
ledge, since most of it is inferred. We require, in addition, the
premisses necessary for deduction, and those other premisses,
whatever they may be, that are necessary for the non-demon-
strative inferences upoa which science depends. Perhaps there
are also some general propositions such as “if A precedes B,

152



FACTUAL PREMISSES

and B precedes C, then A precedes C” and “yellow is more like
green than like blue”. Such propositions, however, as already
mentioned, call for a lengthy discussion. For the present, I am
only concerned with those premisses of our empirical knowledge
which have to do with particular occurrences, i.e., with- those that
I am calling “factual premisess”. These, it seems to me, are of
four kinds:

I. Perceptual propositions.
II. Memory propositions.
II1. Negative basic propositions.
IV. Basic propositions concerning present propositional
attitudes, i.e. concerning what I am believing, doubting, desiring,
etc.

L. Perceptual Propositions. Suppose, as in an earlier chapter,
that we see a red square inscribed in a blue circle. We may say
“there is a square in a circie”, “'there is a red figure in a blue one”,
“there is a red square in a blue circle”. All these are judgments of
perception. The perceptual datum always allows many proposi-
tions, all expressing some aspect of it. The propositions are more
abstract than the datum, of necessity, since words classify. But
there is no theoretical li. it tu the accuracy of specification that
is possible, and there is nothing in the perceptual datum that is
essentially incapable of being exp+>ssed in words.

The correspondence theory of ruth, as applied to judgments
of perception, may be interpreted in a way which would be false.
It would be a mistake to think that, corresponding to every true
judgment of perception, there is a separate fact. Thus in the above
case of the circle and the square, there is a circle of a certain colour
and of certain angular dimensions, :.d inside it there is a square
of a certain other colour and of certain other angular dimensions.
All this is only one datum, from which a variety of judgments of
perception can be derived. There is not, outside language, a fact
“that there is a square in a circle”, and anether fact “‘that there is
a red figure in a blue figure”. There are no facts “that so-and-so”.
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There are percepts, from which, by analysis, we'derive proposi-
tions “that so-and-so”. But so long as this is realized, it will do
no harm if percepts are called ““facts”.

II. Memory Propositions. There are considerable difficulties
about basic propositions of this class. For, first, memory is fallible,
so that in any given case it is difficult to feel the same degree of
certainty as in a judgment of perception; secondly, no memory
proposition is, strictly speaking, verifiable, since nothing in the
present or the future makes any proposition about the past
necessary; but thirdly, it is impossible to doubt that there have
been events in the past, or to believe that the world has only just
begun. This third consideration shows that there must be factual
premisses about the past, while the first and second make it
difficult to say what they are.

I think, to begin with, that we must exclude from the category
of memories what we know about the immediate past. For instance,
when we see a quick movement, we know that the object con-
cerned was in one place and is in another; but this is all to be
included in perception, and cannot be counted asa case of memory.
This is shown by the fact that seeing a movement is different
from seeing a thing first in one place and then in another.*

It is by no means easy to distinguish between memory and
habit; in ordinary speech, the distinction is ignored where
verbal habits are concerned. A child is said to “remember” the
multiplication table if he has the correct verbal habits, although
the multiplication table never happened and he may not remember
any of the occasions on which he learnt it. Our memory of past
events is sometimes of the same sort: we have a verbal habit of
narrative, but nothing more. This happens especially with inci-
dents that one relates frequently. But how about past incidents
that one has never recalled till now, or at any rate not for a long
time? Even then, the memory may be recalled by association,

* Ah, yet doth beauty, like a dial-hand,
Steal from his figure, and no pace perceived.
[Shakespeare, Sonnet CIV.]
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which is a formof habit. Turgenev’s Smoke opens with the smell
of heliotrope recalling a long-past love affair. Here the memory is
involuntary; there is, however, also deliberate recollection, for
example in writing an autobiography. I think that association is
still the main agent here. We start from some prominent incident
that we remember easily, and gradually associations lead us on
to things that we had not thought of for a long time. The pro-
minent incident itself has remained prominent, usually, because
it has many associative links with the present. It is obvious that
we are not always remembering everything that we can remember,
and that what causes us to remember a given occurrence at a
given moment is some association with something in the present.
Thus association is certainly a vital factor in the occurrence of a
recollection. But this leaves us still in doubt as to the epistemo-
logical status of memory.

Take, first, the fact that we know what is meant by the past.
Would this be possible without memory ? It may be said that
we know what is meant by the future, although we have no
memory of it. But I think the future is defined by relatlon to the
past: it is “a time when what is now the present is past”. Lapse
of time, up to a point, can be understood from the specious
present: when a person utters a short sentence, say “dinner is
served”, we know there " a lapse of time between the first word
and the last, though the whole sentence comes within the specious
present. But in true memory the: : is a pastness of an altogether
different kind, and this is someth.ng with which association has
nothing to do. Say you meet a man whom you have not seen for
twenty years: association will account for any words or images
connected with the previous meeting that may come into your
mind, but will not account for the refercice of these words or
images to the past. You may fina . impossible to refer them to
the present, but why not treat them as mere imaginative fantasies ?
You do not do this, but treat them as referring to something that
really happened. It would seem, therefore, that the mere fact
that we can understand the word “past” implies knowledge that
something happened in the past. Since it is hardly possible that
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our most primitive knowledge of the past should refer to a vague
“something”, there must be more definite memories which are
10 be accepted as basic propositions.

Let us take some recollection that it is very difficult to doubt.
Suppose you receive a telegram to say that your uncle in Aus-
tralia has left you a million pounds, and you go upstairs to tell
your wife. By the time you reach her, your first reading of the
telegram has become a memory, but you can hardly doubt that
it occurred. Or take more ordinary events: at the end of the day,
you can recall many things that you have done since you got up,
and concerning some, at least, you feel a high degree of certairty.
Suppose you set to work to remember as many as you can.
There are things that you know because they aways happen:
that you dressed, breakfasted, and so on. But in regard even to
them, there is a very clear difffrence between knowing that they
must have occurred and remembering them. It seems to me that,
in true memory, we have images to which we say “yes” or “no”.
In some cases, we say “yes” emphatically and without hesitation;
in others, we depend partly upon context. For our purpose, the
emphatic cases are the important ones. Images come, it seems to
me, in three ways: as merely imaginary, or with a yes-feeling, or
with a no-feeling. When they come with a yes-feeling, but do not
fit into the present, they are referred to the past. (I do not mean
that this is a complete account of what happens in memory.)
Thus all memory involves propositional attitudes, meaning, and
external reference; in this it differs from judgments of perception.

No memory is indubitable. I have had memories in dreams,
just as definite as the best memories of waking life, but wholly
untrue. I once, in a dream, remembered that Whitehead and I
had murdered Lloyd George a month ago. Judgments of per-
ception are just as true when applied to dreams as when applied
to waking life; this, indeed, is a criterion for the correct inter-
pretation of judgments of perception. But memory judgments in
dreams, except when they consist in remembering an earlier part
of the dream or a real-avent of waking life, are erroneous.

Since memories are not indubitable, we seek various ways of

156



FACTUAL PREMISSES

reinforcing them. We make contemporary records, or we seek
confirmation from other witnesses, or we look for reasons
tending to show that what we recollect was what was to be
expected. In such ways we can increase the likelihood of any
given recollection, being correct, but we cannot free ourselves
from dependence on memory in general. This is obvious as
regards the testimony of other witnesses. As regards contem-
porary records, they are seldom striczly contemporary, and if
they are, it cannot be subsequently known except through the
memory of the person making the record. Suppose you remember
on November 8th that last night you saw a very bright meteor,
and you find on your desk a note in your handwriting saying:
“at 20h. 32m. G.M.T. on November 7th, T saw a bright meteor
in the constellation Hercules. Note made at 20h. 33m. G.M.T.”
You may remember making the fiote; if so, the memory of the
meteor and the note confirm each other. But if you are discarding
memory as a source of knowledge, you will not know how the
note got there. It may have been made by a forger, or by your-
self as a practical joke. As a matter of logic, it is quite clear that
there can be no demonstrative inference from a set of shapes now
seen on paper to a bright light scen in the sky last night. It would
secm, therefore, that, where the past is concerned, we rely
partly on coherence, and _artly on the strength of our conviction
as regards the particular memory which is in question; but that
our confidence as regards memory ‘n general is such that we cannot
entertain the hypothesis of the pa.t being wholly an illusion.

It will be remembered that, in an earlier chapter, we decided
that memory propositions often require the word “some”. We
say “I know I saw that book somewhere”, or “I know he said
something very witty”. Perhaps we can remember even more
vaguely, for instance “I know so.~:thing happened yesterday”.
We might even remember “there have been past events”, which
we rejected as a factual premiss a little while ago. I think that to
accept this as a factual premiss would be going too far, but
there certainly are uninferred memory progositions (at any given
moment) which involve “some”. These are logically deducible
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from propositions not involving “some” which were, at some
previous time, expressions of present perception. You say to
yourself one day “oh there is that letter T had lost”, and next
day “I know I saw that letter somewhere yesterday”. This is an
important logical difference between memory and perception,
for perception is never general or vague. When we say it is vague,
that only means that it does not allow so many inferences as
some other perception would allow. But images, in their repre-
sentative capacity, may be vague, and the knowledge based upon
them may involve the word “some”. It is worthy of note that
this word may occur in a factual premiss.

In admitting memory propositions among factual premisses,
we are conceding that our premisses may be doubtful and some-
times false. We are all willin&, on occasion, to admit evidence
against what we think we remember. Memories come to us with
different grades of subjective certainty; in some, there is hardly
more doubt than as regards a present percept, whereas in others
the hesitation may be very great. Memories, in practice, are
reinforced by inferences as casual as is possible, but such inferences
are never demonstrative. It would be a great simplification if we
could dispense with memory premisses, or if, failing thar, we
could distinguish two kinds of memory, of which one is in-
fallible. Let us examine these possibilities.

In an attempt to dispense with memory, we shall still allow
knowledge of whatever falls within the specious present; thus
we shall be still aware of temporal sequence. We shall know
what is mcant by “A is earlier than B”. We can therefore define
“the past” as “what is earlier than the specious present”. We
shall construct our knowledge of the past by means of causal
laws, as we do in geology, where memory does not come in.
We shall observe that we have a habit of making ~ record of an
event that for any reason is important to us, either in writing or
by creating in ourselves a verbal habit. We do the latter, for
example, if, when we are introduced to a man, we repeat his
name over and over (8 ourselves. We may do this so often that,
when we next see him, we think of his name at once. We are then
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saia, m popular language, to “remember” his name, but we do
not necessarily recall any past event. Is it possible to build up
our knowledge of the past in this way, by means of records and
verbal habits alone? In this view, if 1 see a man and know that
his name is Jones, | shall infer that I must have met him on some
former occasion, just as I do if his face is vaguely familiar. When
I see a record, I can know that it is in my handwriting without
having to invoke recollection, because I can copy the record
now and make comparisons; I can then go on to infer that the
record tells of something that once happened to me. In theory,
the small but finite stretch of time comprised within the specious
present should suffice for the discovery of causal laws, by means
of which we could infer the past without having to appeal to
memory.

I am not prepared to maintain tht the above thedry is logically
untenable. There is no doubt that we could, without the help
of memory, know something of the past. But I think it is clear
that, in fact, we know more of the past than can be accounted
for in this way. And while we must admit that we are sometimes
mistaken as to what we think we remember, some recollections
are so nearly indubitable that they would still command credence,
even if much contrary evidence were produced. I do not see,
therefore, on what grou d we could reject memory as one
of the sources of our knowledge concerning the course of
events.

It remains to inquire whether tl.ere are two kinds of memory,
one fallible and one infallible. We might maintain this without
maintaining that we could know infallibly to which kind a given
recollection belonged; we should then still have reason for some
degree of uncertainty in every particular case. But we should at
least have reason to think that son.. memories are correct. The
theory, therefore, is worth examining.

I should not have considered seriously the possibility of there
being two kinds of memory of which one is infallible, but for the
fact that I heard this theory advocated i« discussion by G. E.
Moore. He did not then elaborate it, and I do not know how
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tenamously he held it. I shall, therefore, independently attempt to
give it as much plausibility as I can.

It must be held, on logical grounds, that no occurrence gives
demonstrative grounds in favour of belief in any other occurrence.
But the grounds are often such as we cannot fail to accept as
giving practical certainty. We saw that there can be no reason
for disbelieving the proposition “that ir red” when made in
the presence of a red percept; it must, however, be admitted that
belief in this proposition is log_,lcally possible in the absence of
a red percept. Such grounds as cxist for supposing that this does
not occur are derived from causal laws as to the occurrence of
language. We can, however, in theory, distinguish two cases in
relation to a judgment such as “that is red”: one, when it is
caused by what it asserts, and the other when words or images
enter into its causation. In the' former case it must be true, in the
latter not.

This, however, is a statement which needs elaborating. What
can be meant when we say that a percept “causes” a word or a
sentence? On the face of it, we have to suppose a considerable
process in the brain, connecting visual centres with motor centres;
the causation, therefore, is by no means direct. Perhaps we may
state the matter as follows: in the course of learning to speak,
certain causal routes (language-habits) are established in the
brain, which lead from percepts to utterances. These are the
shortest possible routes from percepts to utterances; all others
involve some further association or habit. When an utterance is
associated with a percept by a minimal causal route, the percept
is said to be the “meaning” of the utterance, and the utterance is
“true” because what it means occurs. Thus wherever this state
of affairs exists, the truth of a judgment of perception is logically
guaranteed.

We have to inquire whether anything similar is possible in
the case of memory.

The stimulus to a judgment of recollection is obviously never
the event recollectedy since that is in the not immediate past.
The stimulus may be a percept, or may be a “thought”. Let us
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take the former case as the simpler. You find yourself, let us
suppose, in some place where aninteresting conversation occurred,
and you remember the conversation. The cerebral mechanism
involved is as yet hypothetical, but we may suppose it very
similar to that involved in the passage from a percept to a word
which “means” it. When two percepts A and B occur together,
the occurrence of a percept closely similar to A on a future occa-
sion may cause an image closely similar to B. It may be argued
that a certain type of association between a percept like A and
an image like B can only occur if, on a previous occasion, A and
B, as percepts, have occurred together, and that, therefore, the
recollection resulting from the percept resembling A must be
correct. Where fallacious memories occur, it may be said, the
associative causal chains involved must be longer than in the case
of correct memories. Perhaps, in tnis way, the cast: of memory
can be assimilated to that of perception.

The above type of argument, however, while it may be correct
at its own level, can have a0 direct relevance to the question of
factual premisses, since it presupposes elaborate knowledge con-
cerning the brain, which, obviously, can only be built up by
means of factual premisses some of which are recollections.

It must be admitted that a factual premiss need not be indubi-
table, even subjectively; i+ need only command a certain degree
of credence. It can therefore always be reinforced if it is found to
harmonize with other factual preisses. What characterizes a
factual premiss is not indubitabili-y, but the fact that it com-
mands a greater or less degree of belief on its own account, inde-
pendently of its relations to other propositions. We are thus led
to a combination of self-evidence wirh coherence: sometimes one
factor is very much more important than the other, but in theory
coherence always plays some pa.*. The coherence required,
however, is not strict logical coherence, for factual premisses
can and should be so stated as to be deductively independent of
each other. The kind of coherence involved is a matter which I
shall consider at a later stage.
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III. Negative Basic Propositions. We have already had occasion
to consider negative empirical propositions, but I want now to
consider afresh whether they are ever themselves factual pre-
misses, or are always derived from incompatibility propositions.

The question to be considered is: how do we know negative
empirical propositions, such as “there is no cheese in the larder”
or “there are no snakes in Ireland”? We entertained the hypo-
thesis, when we considered this question in an earlier chapter,
that such propositions are inferred from premisses among which
there are propositions such as “where there is red there is not
yellow”, or “what feels hard does not feel soft”. I want now
to examine afresh the whole question of negative empirical
knowledge.

It is plain, to begin with, that sensible qualities fall into genera.
There are colours, there are sounds, there are smells and tastes,
there are various sorts of sensations of touch, there are sensations
of temperature. As to these, certain things are to be noted. We
can see two colours at once, but not in the same place. We can
hear two sounds at once, and there neced be no discoverable

‘difference in their direction of origin. Smells have no location
except in the nose, and two smells are not essentially incompatible.
A sensation of touch has qualities of which we may note two
kinds: a local quality, according to the part of the body touched,
and a quality of greater or less pressure; in each kind, different
qualities have the sort of incompatibility that colours have, i.c.
they can be experienced simultaneously, but not in the same place
on the surface of the body. The same applies to temperature.

It thus appears that, as regards incompatibility, there are
differences between qualities belonging to different senses. But
as regards negative judgments there are no such differences. If
some one brings you, in the dark, into the neighbourhood of a
ripe Gorgonzola, and says “can’t you smell roses?” you will say
no. When you hear a foghorn, you know it is not the song of the
lark. And when you smell nothing or hear nothing, you can be
aware of the fact. It seems that we must conclude that pure
negative propositions can be empirically known without being
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inferred. “Listen. Do you hear anything?”’ “No.” There is

nothing recondite about this conversation. When you say “no”
in such a case, are you giving the result of an inference, or are
you uttering a basic proposition? I do not think this kind of
knowledge has received the attention that it deserves. If your
“no” gives utterance to a basic proposition (which must obviously
be empurical), such propositions may not only be negative, but
apparently general, for your “no” may, if logic is to be believed,
be expressed in the form: “all sounds are unheard by me now”.*
"t'hus the logical difficulties of general empirical knowledge will
be greatly lessened. If, on the other hand, your “no” expresses
an inference, it must use some general premiss, for otherwise
no general conclusion could be inferred; and thus we shall still
have to admit that some basic propositions not belonging to
logic are general.

When a person says “listen”, and then you hear no sound,
you are in a condition to notice a noise if there were one. But this
does not always apply. “Didn’t you hear the dinner-bell ?”” “No,
I was working.” Here you have a negative memory judgment,
and a cause (not a ground) assigned for its truth; and in this
case you are sure of the negative although you were not listening
at the time.

The conclusion seems ..resistible that a percept or a memory
may give rise to a negative factual premiss as well as to a positive
one. There is an important differcace: in the case of a positive
basic proposition, the percept may cause the words, whereas in
the case of a negation the words, or corresponding images, must
exist independently of the percept. A negative basic proposition
thus requires a propositional attitude, in =vhich the proposition
concerned is the one which, on the basis of perception, is denied.
We may therefore say that, while a pusitive basic proposition is
caused only by a percept (given our verbal habits), a negative
one is caused by the percept plus a previous propositional attitude.
There is still an incompatibility, but it is between imagination and

* I shall argue later that theory of knowledge neea not accept this logical
interpretation.
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perception. The simplest way of expressing this state of affairs
is to say that, in consequence of perception, you know that a
certain proposition is false. In a word: it is possible, in a certain
sense, to notice what is not there as well as what is there. This
conclusion, if true, is important.

IV. Factual Premisses concerning present propositional attitudes.
These propositiors, just as much as “this is red”, report a present
occurrence, but they differ from basic propositions of Class I by
their logical form, which involves mention of a proposition.
They are propositions asserting that something is believed,
doubted, desired, and so on, in so far as such propositions are
known independently of inference. The something believed or
doubted or desired can only be expressed by means of a sub-
ordinate proposition. It is clear that we can be aware of believing
or desiring something, in just as immediate a way as we can be
aware of a red patch that we see. Some one says, let us suppose,
“is to-day Wednesday?” and you reply “I think so”. Your
statement “I think so” expresses, in part at least, a factual premiss

"as to your opinion. The analysis of the proposition offers diffi-
culties, but I do not see how to deny that it contains at least a
kernel which expresses a datum.

It will be observed that propositions of this class are usually,
if not always, psychological. I am not sure that we could not use
this fact to define “psychology”. It might be said that dreams
belong to psychology, and that basic propositions concerning
percepts in dreams are exactly on a level with other basic pro-
positions concerning percepts. But to this it may be replied that
the scientific study of dreams is only possible when we are awake,
and that, therefore, all the data for any possible science of dreams
are memories. Similar answers could be made as regards the
psychology of perception.

However that may be, there is certainly an important depart-
ment of knowledge which is characterized by the fact that,
among its basic propositions, some contain subordinate pro-
positions.
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The factual premisses considered in the above. discussions all
have in common a certain characteristic, namely that they each
refer to a short period of time, which is that at which they (or
other propositions from which they are deducible) first became
premisses. In the case of recollections, if they are veridical, they
are either identical with or logically inferrible from judgments
of perception made at the times to which the recollections refe.
Our knowledge of the present and the past consists partly of
basic propositions, whereas our knowledge of the future consists
wholly of inferences—apart, possibly, from certain immediate
expectations.

An “empirical datum” might be defined as a proposition
referring to a particular time, and beginning to be known at the
time to which it refers; this dgﬁmnon, however, would be
madequate, since we may inter what is now happening before
we perceive it. It is essential to the conception of an empirical
datum that the knowledge should be (in some sense) caused by
what is known. I do not wish, however, to introduce the con-
ception of cause by a back dcor, and I shall therefore, at present,
ignore this aspect of empirical knowledge.

Among the premisses of our knowledge there must be pro-
positions not referring to particular cvents. Logical premisses,
both deductive and inauctive, are generally admitted, but it
seems possible that there are others. The impossibility of two
different colours in the same par: of the visual field is perhaps
one. The question of propositions of this sort is difficult, and [
will say nothing dogmatic about them.

I will observe, however, that empiricism, as a theory of know-
ledge, is self-refuting. For, however it may be formulated, it
must involve some general proposition about the dependence of
knowledge upon experience; and uny such proposition, if true,
must have as a consequence that itself cannot be known. While,
therefore, empiricism may be true, it cannot, if true, be known
to be so. This, however, is a large problem.
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Chapter XII

AN ANALYSIS OF PROBLEMS CONCERNING
PROPOSITIONS

The purpose of the present chapter is to state problems, not to
solve them. Attempts at solution will be given in subsequent
chapters.

The first question is: does logic or theory of knowledge
need “propositions” as well ag *“sentences” ? Here we may define
a “proposition”, heuristically, as “what a sentence signifies”.
Some sentences are significant, others are not; it is natural,
though perhaps mistaken, to suppose that, when a sentence is
significant, there is something that is its significance. If there is
such a something, it is what I mean by the word *“proposition”.
Since “having the same significance” is a relation which can
certainly hold between two sentences—e.g. “Brutus killed
Caesar” and *“‘Caesar was killed by Brutus”’—we can make sure
of some meaning for the word “proposition” by saying that, if
we find no other meaning for it, it shall mean “the class of all
sentences having the same significance as a given sentence”.

Whether or not there is a substantive “significance”, there is
certainly an adjective “significant”. 1 apply this adjective to any
sentence that is not nonsense. “Significant” and “significance”
are words that I apply to sentences, whereas “meaning” is a
word that I apply to single words. This distinction has no basis
in usage, but it is convenient. When a sentence is not significant,
I call it “nonsensical”.

No ordinary language contains syntactical rules forbidding
the construction of nonsensical sentences; e.g. the sentence
“quadruplicity drinks procrastination” is not one that gram-
marians can condemn. Yet it seems clear that it must be
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possible to construct a language having the.following two
properties:

(1) Every sentence composed according to the rules of syntax
out of words having meaning is significant;*

(2) Every significant sentence consists of words having
meaning and put together according to the rules of syntax.

It should be observed that meaning of words and significance
of sentences are intertwined except as regards object-words.
Other words are defined by means of the significance of the
simplest sentences in which they can occur.

But although it should be possible, in a good language, to
give syntactical rules determining when a sentence is significant,
it must not be supposed that “significance” is a syntactical con-
cept. On the contrary, a non-tautplogous sentence is significant
in virtue of some relation that it has to certain states of the person
using the sentence. These states are “helievings” and are instances
of the same belief which is “expressed” by the sentence. In
defining the relation of the sentence to the belief (which latter is
in general non-verbal), we have to remember that false sentences
are significant as well as true ones. And when the relation has been
defined, we have tc show that our syntactical rules of significance
are such as it justifies.

The anaiysis of belief as a state of the believer does not involve
the concepts “true” and “false”; while we are concerned with
belief on the subjective side, we i.wed only consider sentences as
“expressing” states of those who use them. But it is part of the
purpose of a sentence in the indicative to “indicate’”” one or more
facts which, in general, are not states of the person pronouncing
the sentence. As soon as we consider this aspect of sentences, we
become concerned with truth and falsehood, since only true
sentences succeed in indicating. “What sentences “indicate” is
considered in Chapter XV, and from this point onwards we are
concerned with problems involving “truth” and “falsehood”.

In the analysis of what I call “propositional attitudes”, i.e.
occurrenzes such as believing, doubting, “desiring, etc., which
are nanrally described by sentences containing subordinate
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sentences, e.g. “I think it will rain”, we have a complicated
mixture of empirical and syntactical questions. On the face of it,
the syntactical form of “A believes p” is peculiar in the fact that
it contains a subordinate sentence “p”. The occurrence which
makes “A believes p” true seems to be a complex containing a
subordinate complex, and we have to inquire whether there is
any way of avoiding such an account of belief.

Propositional attitudes, prima facie, throw doubt on two
principles that are assumed by many mathematical logicians,
namely the principles of extensionality and atomicity.

The principle of extensionality has two parts:

L. The truth-value of any function of a proposition depends
only upon the truth-value of the argument, i.e. if p and ¢ are
both true or both false, then any sentence containing p remains
true or false, as the case may be, if ¢ is substituted for p.

II. The truth-value of any function of a function depends
only on the extension of the function, i.e. if whenever ¢x is
true, Yx is true, and vice versa, then any sentence about the
function ¢ remains true or false as the case may be, if ¢ is sub-
stituted for ¢.

Neither of these appears to be true of propositional attitudes.
A man may believe one true proposition without believing
another; he may believe that some featherless bipeds are not
men without believing that some men are not men. Thus we
become involved in an analysis of belief and other propositional
attitudes in our attempt to decide what looks like a purely logical
question.

The principle of atomicity is stated by Wittgenstein as follows
(Tractatus, 2.0201): “Every statement about complexes can be
analysed into a statement about their constituent parts, and into
those propositions which completely describe the complexes.”
This, if true, implies that in “A believes p”, p does not occur as
a unit, but only its constituents occur.

In the above form, the meaning of the principle of atomicity
is not very clear. But there is a technical form of the principle,
not perhaps strictly equivalent to Wittgenstein’s form, but easier
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to discuss, more definite, and therefore (I think) more important.
In this form, it states that everything we wish to say can be said
in sentences belonging to the “atomistic hierarchy” which will
be defined in section C of Chapter XIII. Fordogic it is important
to know whether, in this technical form, the principle is true.
What is meant by saying that the principle is “true” is that it-is
possibic to construct a language such that (2) every sentence in
the language is constructed in accordance with the principle,
and (8) every significant sentence in any language can be trans-
lated into our constructed language.

We have thus to discuss the following questions in the following
order:

I. What is meant by the “significance” of a sentence, and what
syntactical rules can we give to determine when a sentence is
significant ?

II. Have we any néed of “propositions” as opposed to
“sentences” ?

III. What is the correct analysis of “A believes p”, and in
what sense, if any, does “p” occur in “A believes p”? (What is
said about belief may be extended to other propositional attitudes.)

IV. Can we construct an adequate language in which the
principle of extensionality holds? I mean by an “adequate”
language one into whicl ve can translate any significant sentence
of any language.

V. Can we construct an ade juate language in which the
principle of atomicity holds ?



Chapter XIII

THE SIGNIFICANCE OF SENTENCES

A. GENERAL

The question as to what makes a sentence significant is forced
upon us by various problems.

There are, in the first place, the recognized rules of syntax
in ordinary languages. “Socrates is a man” is constructed m
accordance with these rules, and is significant; but “is a man”,
considered as a complete sentence, violates the rules and is non-
sensical. (I use “nonsensical” as the contradictory of “‘significant™.)
The rules of syntax in ordinary languages are obviously intended
to prevent nonsense, but they fail to achieve their purpose com-
pletely. As we have already noted, “quadruplicity drinks pro-

" crastination” is nonsense, but violates no rules of English syntax.
It must clearly be part of our present problem to construct better
rules of syntax, which shall automatically prevent nonsense. In
the early stages of our discussion, we are guided by the mere
Jeeling as to what is significant, but we hope in the end to arrive
at something better.

There is one sense of the word *‘possibility” which is con-
nected with our present problem. We may say that whatever is
asserted by a significant sentence has a certain kind of possibility.
I will define this as “syntactic” possibility. It is perhaps narrower
than logical possibility, but certainly wider than physical possi-
bility. “The moon is made of green cheese” is syntactically
possible, but not physically. It is difficult to give any indisputable
instance of a logical possibility which is not syntactically possible;
perhaps “this is both red and blue” is an instance, and perhaps
“the sound of a trombone is blue” is an instance.

I shall not ask, at this stage, what it is that is possible in the
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case of a sentente which is significant and false. It cannot be the
sentence, for that is actual, nor can it be “that the sentence is
true”, for that is merely another false sentence. There is thus a
problem, but for the present I shall not pursue it.

The question of “significance” is difficult and somewhat
intricate. It will perhaps help to clarify the discussion to state,
in outune, the conclusion at which I shall arrive, which is as
follows.

An assertion has two sides, subjective and objective. Sub-
jectively, it “expresses” a state of the speaker, which may be
called a “belief”, which may exist without words, and even in
animals and infants who do not possess language. Objectively,
the assertion, if true, “indicates” a fact; if faise, it intends to
“indicate” a fact, bur fails to do so. There are some assertions,
namely those which assert present states of the speaker which he
notices, in which what'is “expressed” and what is “indicated”
are identical; but in general these two are different. The “signi-
ficance” of a sentence is what it “expresses”. Thus true and false
sentences are equally significant, but a string of words which
cannct express any state of the speaker is nonsensical.

In the following discussion the above theory will gradually
emerge as, in my opinion, the only one which gives a clear
solution of the problem. :hat present themselves.

The questicn of significance may be brought into connection
with sentences heard rather than »oken. The hearing of a signi-
ficant statement has effects depeadent upon the nature of the
statement but not upon its truth or falsehood; the hearing what
is recognized as nonsense has no such effects. It is true thar what
is in fact nonsense, may have effects such as only a sigmficant
statement should have, bt in that case the hearer usually imagines
a signification of which the word. are not strictly susceptible.
Broadly speaking, we may say that a heard statement, interpreted
by the hearer as significant, is capable of effects of which obvious
nonsense is incapable. This is one of the_Points to be borne in
mind in seeking a defimtion of “significanee”.

The subject of significance has been shown to be more difficalt
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than it seemed by the paradoxes. It is clear that all the paradoxes
arise from the attribution of significance to sentences that are
in fact nonsensical. The paradoxes must be taken account of in
formulating syntactizal rules for the exclusion of nonsense.

The problem of the law of excluded middle is also connected
with our present question. It is customary to say that every
proposition is true or false, but we cannot say that every sentence
is true or false, since nonsensical sentences are neither. If we are
to apply the law of excluded middle to sentences, we must first
know what sentences are significant, since it is only to them that
the law can apply. Whether it applies to all of them is a question
which I shall consider after the discussion of propositional
attitudes is concluded.

I shall first consider the adjective “significant”, and then
examine the question whether, when a sentence is significant,
there is something that it “signifies”. The word “Caesar” means
Caesar; is there anything analogous in regard to sentences?
Technically, if “p” is a sentence, can we distinguish between “p”

_and p, as we distinguish between “Caesar”” and Caesar?

With these preliminaries, let us proceed to detailed dis-
cussion.

Sentences are of three sorts: true, false, and nonsensical. It
follows that “false”, when applied to sentences, is not synonymous
with “not true”, for a nonsensical sentence is not true, but is
also not false. We must therefore, if “p” is a nonsensical sentence,
distinguish between “p is false” an 2 ‘p is true’ is false”. The
latter will be true, but not the former. Assuming that “not-p”

eans “p is false”, we shall have, if p is nonsensical, “not-(p is
true)”, but we shall not have “not-p”. We shall say that, when
*“p” is meaningless, so is “not-p”.

Thus if “p” is a phrase concerning which we have not yet
decided whether it has significance or not, the situation is as
fullows:

From “p is true” we can infer “p”, and vice versa;

From “p is false” Wwe can mfer ‘p is not true”, but not vice

versa;

€ _93%
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From “ ‘p is"false’ is true” we can infer “ ‘p is true’ is false”,
but not vice versa;

From “ ‘p is false’ is false” we can only infer “p is true or
nonsense”’, but from * ‘p is not true’ is not true” we can infer
“p is true”.

Let us illustrate by an example. We will start with the sentence
“this 15 red”, where “this” is a proper name. Let us call this

6% 9

sentence “p”. Now consider the sentence “p is red”. This seems
obviously nonsense; but if we meant by “p” a written or printed
sentential shape, it would not be, for this might be red. This is
easy to understand if we accept the distinction between “p” and
P, where “p” is a sentence, and p is the proposition that it signifies;
for “p” may be red, but “‘p is red” is nonsense. For the moment,
we may take p to be a thought, and “p” the phrase in which the
thought is expressed. In that case, “p is red” is"meaningless. If
we can distingnish between “p"” and p, the whole matter becomes
clear. Let us give the proper name “P” to the sentential utterance
“this is red”. Then we say that P signifies p, that p is true, and
that P signiries a truth. Let us give the name “Q” to the sentential
utterance “p is red”. In that case, no statement of the form “Q
signifies ¢” is true, and Q signifies neither a truth nor a falsehood.
Assuming still that there is a distinction between “p” and p, 1
prefer to say that “p” s. nifies p rather than that “p” means p,
because “meaning” is better kept for single words. In that case,
we shall say that a “proposition” 'f there is such a thing) is some-
thing “signified” by some phrasc, and that nonsensical phrases
signify nothing. The problem that remains, in that case, is to
decide what phrases signify something, and what this something is.

But all this assumes that we can refute whaiever reasons exist
for denying the distinction between “p” and p, or at least arrive
at some relevant distinction not ar:-cted by those reasons. 1 shall
return to this question presently.

The distinction between strings of words that signify some-
thing and strings of words that signify nothing is, in many cases,
perfectly clear. “Socrates is a man” signiﬁc% something, but “is a
man” does not. “Socrates, having drunk the hemlock, bade
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farewell to his friends” signifies something, but' “having drunk
the hemlock, bade farewell to” signifies nothing. In these instances,
there are too few words to make sense, but there may be too
many. For examples, “ ‘Socrates is a man’ is a man” signifies
nothing. “The law of contradiction is yellow” is a similar kind
of nonsense. Sometimes there may be doubt, for instance in such
a case as “‘the sound of a trombone is blue”. The paradoxes arise
from sentences that seem to signify something, but do not. Of
these the simplest is “I am lying”. This is capable of an infinite
number of significations, but none of them is quite what we
should have thought we meant. If we mean “1 utter a false pro-
position in the primary language”, we are lying, since this is a
proposition in the sccondary language: the argument that, if
we are lying, we are speaking the truth, fails, since our faise
statement is of the second order and we said we were uitering a
false statement of the first order. Similarly i’ we mean *1 utter
a false proposition of order #”. If T try to say "I utter a false
proposition of the first order, likewise nne of the second, of the
third, fourth . . . ad infinicur”, 1 shell be asserung simul-
taneously (if it were possible) an infinite nuriber of propositions,
of which the 1st, 3rd, 5ih . . . would be faise, tie 2nd, 4th, 6th
. . .« true.

The question whether a form of words signifies unyihing is
thus not always easy, but there can e no donbi that some forms
of words signify something, while others do not, and hat 2mong
those that signify something some signify what is true, while
others signify what is false. We must therefure find some way of
defining the difference between strirgs of words that ar: nonsewse
and strings of words that signify something, and in the case of a
sentence that signifies sometliing, we have 1o inquire whether the
something must be different from the sentence, or whether
significance can be merely adjectival.

If a form of words signifies a proposition, 1 shail call the pro-
position the “significarce” of the form of words. For the moment
I assume that there i&a proposition which a significant sentence

signifies.
174



THE SIGNIFICANCE OF SENTENCES

Two questions arise: (1) what is meant by the “significance”
of a form of words?. (2) what syntactical rules can be given as
to when a form of words is significant ?

What is meant by the “significance” of a form of words? 1
use the word “significance”, here, in a restricted sense; the signi-
ficance in question must be propositional. E.g. “the King of
England” is a phrase which has meaning in one sense, but does
not have “significance” in the sense with which I am concerned.
For our present purpose, what the phrase signifies must be
something true or false. What I am calling “significance” might
be cal led “propositional significance”, to distinguish it from
other kinds. but for brevity I shall omit the word *proposi-
tional”.

A sufficient bur not necessary griverion of significance is that
perceptual experiences can be i xmagmeu. or actually occur, which
make us use ti-e phrase (o1 1t contradictory) as an assertion. In
certain circumstances, we may say, as expressing what we per-
ceive, “snow is white”; therefore the phrase “snow is white” is
significant. (n certain perceptive circunstances e may say ‘‘snow
i= not black”; therefore the phrase “suuw is black” is significant.
Purhaps this will give ns a hint as o what, in general, is “signified”
by a phrase which has sigrficance.

When 1 say “snow i whte™, what makes my statement true
1z one thivg and what I express s another. What makes my state-
ment true ig a fact of physics, « ucerned with snow, but 1 am
expressing a state of jund, name.y a certain bolief—or, to allow
for iymg, a desire thar others should have 4 coriain belief. We
may omic thi> cemplication, and assume thar, in asserting the
words, T express a belief. But § am n 't asserting that 1 have a
belief: [ am assevting the object ot the belivt, Is thue an object
of the belief, which is what is as « ted by the phrase “snow is
white”? Certain experiesices cause us to believe that snow is
white; if this belief has ap abject, we may say that T express the
fact that 1 believe something (namely, mat snow is white) by
asserting this objeci. 1 dc not assert thad1 believe the object;
thar wonld be a different assertion, which might be true even if
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snow were black. Our problem is: is there something, and if so
what, that I believe when I believe that snow is white?

Again: what are you asking if you say “is snow white”? Let
us suppose that yoy grew up in Ethiopia, but that, as a result of
an air raid, you were captured, blindfolded, and transported to
the Arctic Circle, where you became acquainted with the touch
and taste and smell of snow, and learnt that “snow” was the
name of the substance thus manifested to three of your senses.
You might then ask “is snovs white?”’ You would not be asking
about the word “snow” and the word “white”, but about percepts.
You might mean: do those who are not blindfolded, when they
have the sensations of touch and smell that I have learnt to
associate with the word “snow”, see whiteness ? But even this is
still too verbal. If you are, at the moment, touching and smelling
snow, you may mean “‘is zhis tsually associated with whiteness *”
And if you are imagining whiteness, the thought in your mind
may be “is ¢his usually associated with zkar?” where zhis is the
tactual and olfactory percept, and shat is the image of whiteness.
But “that” must not be interpreted as the image itself; it must
rather mean a percept like the image. At this point, however, it
becomes very difficult to be clear; for the image seems to “mean”
a percept in the same sort of way in which a word does.

It is obvious that, if beliefs have objects, what I believe when
I believe that snow is white is the same as what I doubt when I
ask “is snow white?” This, whatever it is, is, on this hypothesis,
the significance of the sentence “snow is white”. If the significance
of the sentence is true, that is in virtue of occurrences which are
neither words nor images; if it is znown to be true, these occur-
rences must be or have been percepts. The same holds, muzatis
mutandis, if it is false. Truth and falsehood depend upon a
relation between the significance of the sentence and something
which is neither words nor images (except when the sentence
is about words or images).

If we can decide what is meant by the “significance” of a
sentence, we shall say that it is this significance that is to be called
a “proposition”, and that is either true or false. A sentence may
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signify a truth, or signify a falsehood, or sxgmfy nothing; but
if a sentence signifies anything, then what it signifies must be

true or false.

To try to discover what is meant by the,“significance” of a
sentence, let us contrast a significant sentence with one that is
not significant. Take “Socrates drinks the hemlock” and “quad-
ruplicity drinks procrastination”. Of these the former logically
can be, and once was, a judgment of perception; when it is not
a judgment of perception, it is capable of calling up a complex
image which has the same significance as, or, perhaps, is the
significance of, the phrase. But we cannot form an image of
quadruplicity drinking. When we try to do so, we merely imagine
some man whom, for fun, we call Quadmphcxty” Let us ask
ourselves: how can such a word as “quadruplicity” refer to
anything experienced? Suppuse you are being® subjected to
military drill, and constantly hearing the order “form fours”.
You may, if you are fond of abstract words, reflect “quadruplicity
is prominent in drill”. This means: “in drill, there are many
occurrences in the verbal description of which it is natural to
use the word ‘four’”. We may define “quadruplicity” as “that
property of a propositional function which consists in being true
for exactly four values of the variable”. Thus we have to ask:
how do we know that it - nonsense to suppose that a pro
of a propositional function can drink? It is difficult, but not
very difficult, to construct rules of syntax which, given the
meanings of the separate words, sl.all insure that every combina-
tion of words which obeys the rules shall be significant, and every
significant combination of words shall obey the rules. This work
has, in fact, been done by the logicians, not perhaps completely,
but with a fair degree of adequacy. The irouble is that, in this
work, they have, at least in part, Lven guided by feeling, like
the plain man. We cannot rest satisfied with our rules of signi-
ficance unless we can see some reason for them, and this requires
that we should decide what a form of wogds signifies when it is
significant.

We may put the question in the form: “what do we believe
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when we believe something ?”” Let us take an illustration. In some
quarries, there is a big blasting operation every day at twelve
o’clock. The signal to clear out of the way is given by a horn;
there may also be men with red flags on the neighbouring roads
and paths. If you ask them why they are there, they will say
“because there is going to be an explosion”. The operatives who
understand the horn, the neighbours who understand the red
flag, and the passing stranger who needs words, all, in the end,
believe the same proposition, namely that expressed by the words
“there is going to be an explosion”. But probably only the passing
stranger and his informant put this belief into words; for the
others, the horn and the red flag serve the purposes of language,
and produce the appropriate actions without the need of any
verbal intermediary.

The horn and the flag may count as language, since their
purpose is to convey information. Sut an approaching shell
would convey very similar information without being lunguage,
since its purpose would not be to instruct, The shell, the horn,
and the flag may all altke cause belicf withnut causing words.
When a number of people all believe rthat there is going to be
an explosion, what have thev in common? A certain state of
tension, which wiil be dnscbdrgcd when the explosion occurs,
but, if their belief waus false, will continue for some fime, and
then give place o surprise. The stute of sension may be called
“expectation”; but the difienlry arises as regards the connection
of this (2) with thie explosion or irs absence, (#) with something
which, in order to he vague, we will call the “idea” of the
explosion. It is obvious that te expect anr explosion is one thing,
and 1o expect {say) the arrival of a train is another. They have in
common the feeling of expecration, but they difier as to the
event which will change this feeling into acquicscence or surprise.
This feeling, therefore, cannot be the only thing thar constitutes
the state of the person who is expecting something, since, if it
were, any event would satisfy his expectation, whereas, in fact,
only an event of a tertain kind will do so. Perhaps, however,
the whole thing could be explained physiologically? Everybody
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who is expecting a flash-light has sensations in the eyes, and the
expectation of a loud noise involves something similar in con-
nection with the ears. It might be said, therefore, that expectation
of a sensible phenomenon consists in a state of receptivity of the
appropriate sense-grgans. But there are feelings connected with
such a state of receptivity, and these feelings may be taken as
constitu.ing the mental part of an expectation.

It would seem, therefore, that what is in common among a
number of peopie who all belicve what is expressed by the
»ords “there is about to be a bang™ is a state of tension connected
with the appropriate sense-organs, a physiological condition of
those organs, and the feelings which accompany such a condition.
We can say the same of “there is abour to be a flash” or “‘there
is about to be die smell of a room full of ferrets”. But these are
very emphatic occurrences, and are all in the imMediate future.
When i Lelieve something Less exciting- -that tomorrow’s Zimes
will contain « weather forecest, or that Caesar crossed the
Rubicen——1 cannot observe any such occurrences in myself, If
you were to iell me “you will be murdered in a minute”, perhaps
myv hair would stand on end; but wher you tell me that Caesar
was mutdered on the ides of March, my hair remains no more
untidy than hefore, in spite of the fact that T quite believe what
you say.

This difference, however, is proaably only ane of degree,
unlesa the heviet invoived i mer ‘v verbal. When I spmk of a
belief Lun;., ‘merely erbal”, i du ot mean on ly that it is ex-

essed in wurds, but that what the words signify 1s not in the
mind of the beluver, who is merely thinking that the words are
correct. We kaow that “William the Conaucror 1066” is carrect,
but we do nor often stop 10 think whao this phrase signifies.
In such & case we are not belien g “p”, but helieving ‘5’
signifies a truch”. The heliefs of educated people are largely of
this kind. But the beliefs that primarily concern us are those that
are not purcly verbal. For undi we havg dealt with them we
cannot explain whar is meant by “signifyin® a uruth”.

When you are expecting an explosion, your body is in a certain
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state, and your mind in a corresponding state. This may bring
the word “explosion” into your mind, and the word “explosion”,
at any rate with a small verbal addition,. may cause the state of
expectation. If you are told “there has just been an explosion”,
and you vividly believe what you are told, your state of body and
mind will become to some extent like what it would have been if
you had heard the explosion, though less intense. Imagination,
if sufficiently powerful, can have physical effects analogous to
those of perception; this is especially the case when what is
imagined is believed to have taken place. Words, without
images, may, through association, have these effects. And wher-
ever there are such physical effects there are concomitant mental
effects.

Perhaps we can now explain the “significance” of a sentence
as follows. First: some sentences signify observed facts; how this
happens, we have already considered. Second: some observed
facts are beliefs. A belief need not involve any words at all in the
believer, but it is always possible (given a suitable vocabulary) to
find a sentence signifying the perceived fact that I have such-
and-such a belief. If this sentence begins “I believe that”, what
follows the word “that” is a sentence signifying a proposition,
and the proposition is said to be what I am believing. Exactly
similar remarks apply to doubt, desire, etc.

According to this view, if p is a proposition, “I believe p”,
“I doubt p”, “I desire p”, etc., may signify observed facts; also
it may happen that “p" signifies an observed fact. In this last case,
“p” can stand alone and be significant of a percept, but otherwise
“p” alone signifies nothing perceived. Perhaps, “p” alone does
signify something; perhaps, as we suggested earlier, it signifies a
subordinate complex which is a constituent of a propositional
attitude. In that case, however, we shall have to explain why such
complexes never occur except as constituents of propositional
attitudes.

The above theory fas difficulties. One difficulty is to explain
the relation of p to thte fact when p is true. Suppose, for example,
I see the letters “A B” in that order, and I judge “A is to the left
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of B”. I am, in that case, believing a proposition p which has a
certain relation to a fact. We are supposing that p is not verbal,
but is something non-verbal, which is signified by the words “A
is to the left of B”, but is not the fact in virjue of which these
words express a tryth. It might be urged that we have to assign
to words two different uses, one when we assert p, and another
when we assert that we believe p. For when we assest p (assuming
p to be a judgment of perception), the words of “p”, it may be
said, denote objects, whereas, when we assert that we believe p,
the words have to have some mental meaning. According to this
view, when I say “Socrates is Greek”, Socrates is involved, but
when I say “I believe that Socrates is Greek”, only my idea of
Socrates is involved. This seems hardly credible.

I think this objection is invalid. Suppose I see a red circle and
say “this is red”. In using words, { have passed away from the
percept; if, instead of words, I use images, they, like the words,
mean the percept, but are something different from it. When I
say “this is red”, or when I have a red image with a yes-feeling,
I have a belief; if I afterwards say “I believe that was red”, the
words and images involved may be just the same as they were
when I made a judgment of perception. Seeing is nor believing,
and a judgment of perception is not a perception.

Our present suggestic. is that a sentence “p” is significant if
“1 believe that p” or “I doubt that p” or etc., can describe a
perceived fact in which words ne .d not occur. There are diffi-
culties: “can describe” is vague; “words need not occur” needs
elucidation. Nevertheless, perhaps something could be made of
our suggestion.

In the first place, we must elucidate the statement that words
need not occur. Sometimes they occur, svinetimes they do not;
in propositions which are complica':.}, they are practically indis-
pensable, though with greater mental powers we might be able
to do without them. The other question, as to what is meant by
“can describe a perceived fact”, is more difficult. We obviously
do not wish to exclude ail sentences which ha®e not in fact entered
into propositional attitudes. We want to find a characteristic of
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sentences which makes us feel that it is possible to believe or doubt
them, and until this is found our problem is not solved.

We might try to define significance in a, more linguistic fashion.
We first divide words into categories, having affinities with the
parts of speech. We then say: given any judgment of perception
(which may be of the form “I believe p”), any word may be
replaced by another word belonging to the same category without
making the sentence lose significance. And we allow the formation
of molecular and generalized propositions by the methods already
considered. We shall then say that the assemblage of sentences
so obtained is the class of significant sentences. But why? I do
not doubt that some linguistic definition of the class of significant
sentences—either the above or another—is possible; but we
cannot rest content until we have found some reason for our
linguistic rules. '

1f a reason for our linguistic rules is to be found, it must consist
of properties of complexes which are in some way related to the
rules. In such a proposition as “A is to the left of B”, when this
is a judgment of perception, we are analysing a complex percept.
It seems that, in any phrase expressing such an analysis, there
must be at least one relation-word. I do not believe that this is
only a property of language; I believe that the complex has a
corresponding constituent which is a relation. [ think that when
we say that a phrase is significant, we mean that a complex
described by the phrase is “possible”; and when we say that a
complex described by a phrase is “possible””, we mean that there
is a complex described by a phrase obtained from the given
phrase by substituting for one or more of its words other words
belonging to the same categories. Thus if “A’” and B’ are names
of men, “A killed B” is possible because Brutus killed Caesar;
and if “R” is the name of a relation of the same category as
killing, *“A has the relation R to B” is possible for the same reason.

At this point we touch on the relations between linguistics and
metaphysics. I shall dgal with this matter in a later chapter.

Reverting now 1§ what is meant by the “significance” of a
sentence, we shall say that, in the case of a sentence of atomic
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form, the signifieance is a state of the believer, or rather a set of
such states having certain similarities. A possible form of such a
state is a complex image, or rather a whole set of similar complex
images. Images form a language, but the language differs from
that of words in the fact that it does not contain any nonsense.
To extend the definition of “significance” beyond atomic sen-
tences is obviously only a question of logic.

So far, I have been assuming that, when a sentence is significant,
there is something that it signifies. Since a significant sentence
may be false, it is clear that the signification of a sentence cannot
be the fact that makes it true (or false). It must therefore be
something in the person who believes the sentence, not in the
object to which the sentence refers. Images are naturally sug-
gested. Images “mean” in much the same way as words do, but
they have the advantage that there 4re no complex images corre-
sponding to nonsensical sentences. Actual pictures have the same
merit. | can make a picture of Brutus killing Caesar, or, if I choose,
of Caesar killing Brutus, but I cannot make a picture, either real
or imagined, of quadruplicity killing procrastination. The syn-
tactical rules for obtaining other significant sentences from judg-
ments of perception are really, according to this theory, psy-
chological laws as to what can be imagined.

The above theory is, T think, a possible one. It is, however,
in certain respects repellent. The use of images is to be avoided
whenever possible; and Occam’s razor makes us wish, if we can,
to avoid propositions as something distinct from sentences. Let
us, therefore, attempt to frame a theory in which significance is
merely an adjective of sentences.

The most hopeful suggestion is to distinguish significant from
nonsensical sentences by their causal properties. We can dis-
tinguish true from false sentences (where judgments of perception
are concerned) by the causes of their being uttered; but since we
are now dealing with a problem in which true and false sentences
are on a level, we shall have to consider rather the effects in the
hearer than the causes in the speaker.

Many heard sentences have no observable effect upon the
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*r’s actions, but they are always capable of having an effect
heaitable circumstances. “Caesar is dead” has very little effect
in s us now, but had great effects at, the time. Nonsensical
upones, recognized as such, do not promote any action relative
sentencheir constituent words mean; the most they can produce
to whagst to the speaker to hold his tongue. They are therefore,
is a red seem, causally distinguishable from significant sentences.
it W'ere are, however, some difficulties. Lamb, in an altercation

;a Billingsgate fish-wife, called her a she—parallelogram, and
wiluced a greater effect than he could have done by any more

significant abuse; this was because she did not know his sentence
to be nonsense. Many religious people are much affected by such
sentences as “God is one”, which are syntactically faulty, and
must be regarded by the logician as strictly meaningless. (The
correct phrase would be “ﬁere is only one God”.) Thus the
hearer in relation to whom significance is to be defined must be a
logically trained listener. This removes us from the sphere of
psychological observation, since it sets up a standard by which
one hearer is logically preferable to another. What makes him
preferable must be something in logic, not something definable
in terms of behaviour.

In Mind for October 1939 there is an interesting article by
Kaplan and Copilowish, on “Must there be propositions ?”” They
reply in the negative. I propose to re-state and then examine their
argument.

They introduce the term “implicit behaviour” in a very wide
sense, as whatever happens to or “in” an organism when it uses
signs. They leave open the question whether implicit behaviour
is to be described behaviouristically or in images. Implicit
behaviour occasioned by a sign-vehicle is called an “interpreta-
tion”. Associated with each sign-vehicle there is a law of inzer-
pretation, stating the kind of implicit behaviour that it occasions.
A sign is a class of sign-vehicles all having one and the same law
of interpretation; this, law is called the interpretant of the sign.
An interpretation of\a sign-vehicle is correct if the law describing
the interpretation has been previously set up as standard for such
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sign-vehicles. We say O understands a sign when O correctly
interprets a member of it under certain conditions. O believes
a sign-vehicle when O dhas a correct interpretation of it together
with an “attitude of affirmation” (provisionally undefined).
Believing a sign is a disposition. We are told: “an organism may
be said to have a belief even where signs are not involved. This
is the case where the organism has an implicit behaviour of such
a kind that, had it been occasioned by a sign-vehicle, it would
have constituted a belief of that sign-vehicle”.

We now come to the definition of “appropriate”: the implicit
behaviour of an organism O is appropriate to a situation S if it is
caused by S and O recognizes S. (The word “recognize”, which
occurs here, is not defined in the article, and has not been dis-
cussed previously.) Interpretation being a kind of implicit
behaviour, we say that an interpretation of a sign is appropriate
to S if it would be appropriate to S if S were present and recog-
nized. Hence follows a definition of “true”:

“A sentential sign is true if and only if there exists a situation
of such a kind that a correct interpretation of any sign-vehicle
of the sign is appropriate to the situation.”

Before we can successfully examine the adequacy of this
theory, there are some necessary preliminaries. First: the word
“sign”, or rather “sign-vciticle”, is not defined. In order to define
it, I should say, we must begin near the end of the above set of
definitions. One event only becomes a sign-vehicle of another in
virtue of similarity in its effects. 1 should say: “a class of events
S is, for an organism O, a sign of another class of events E, when,
as a result of acquired habit, the effects of a member of S or O
are (in certain respects and with certain Jimirations) those which
a member of E had before the habit in question was acquired”.
This definition is incomplete so long as the above-mentioned
respects and limitations are not specified; but this is not an
objection of principle. Further: I am not sure that it is right to
limit signs to acquired habits; perhaps winconditioned reflexes
should also be admitted. Since, however, &ur principal concern
is with language, it is convenient to exclude them.
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The difficulty of this subject comes largely from the inter-
mingling of scientific and normative terms. Thus in Kaplan and
Copilowish’s series of definitions we fird the words “correct”
and “appropriate”. Each of these is defined in a way which is
not normative, at least in intention. Let us look at the definitions
more closely.

“An interpretation of a sign-vehicle is earrect if the law which
describes that interpretation has previously been taken as standard
for sign-vehicles of that kind (i.e. of that sound or shape)”. The
word “standard” is vague. Let us make it precise: let us say that
the “correct” interpretation is that given by the Oxford Dic-
tionary, supplemented (under the influence of Semiotics) by an
eminent physiologist’s description of his reactions to such words
as have only an ostensive definition. The physiologist having
been selected and his work completed, our definition of “correct”
is now freed from all ethical taint. But the results will be odd.
Suppose a man who thinks that “cat’ means the kind of animal
that other people call “dog”. If he sees a Great Dane and says
“there is a cat”, he is believing a true proposition, but uttering
an incorrect one. It would seem, therefore, that “correct” cannot
be used in defining “true”, since “correct” is a social concept,
but “true” is not.

Perhaps this difficulty could be overcome. When our man says
“there is a cat”, what would ordinarily be called his “thought”
is true, but the “thought” that he causes in his hearer is untrue.
His implicit behaviour will be appropriate, in the sense that he
will (for example) expect the animal to bark and not mew, but
the hearer’s implicit behaviour will, in the same sense, be in-
appropriate. The speaker and the hearer use different languages
(at least so far as the words “cat” and “dog” are concerned). I
think that, in fundamental discussions of language, its social
aspect should be ignored, and a man should always be supposed
to be speaking to himself—or, what comes to the same thing, to
a man whose language is precisely identical with his own. This
eliminates the concpt of “correctness”. What remains—if a
man is to be able to interpret notes written by himself on previous
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occasions—is constancy in his own use of words: we must
suppose that he uses the same language today as he used yester-
day. In fact, the whole,residuum of what was to have been done
by the concept of “correctness” is this: speaker and hearer (or
writer and reader) must use the same language, i.e. have the same
interpretative habits,

I come now to the term “appropriate”. Here I find less occasion
for criticism, except that, in my opinion, the definition of “appro-
priate” can be absorbed into the definition of “sign-vehicle”.
If s is, for O, a sign-vehicle of a class of events E, that means
that O’s reactions to s are “appropriate” to E, i.e. are (with suitable
limitations) identical with the reactions which O makes to a
member of E on occasions when such a member is present. Let
us now try to re-state the above definition of “true” without
using the concept of “correct”. We might say: “a sentential sign
present to an organism’ O is true when, as sign, it promotes
behaviour which would have been promoted by a situation that
exists, if this situation had been present to the organism”.

I say “as sign”, because we have to exclude behaviour which
the sign promotes on its own account—-e.g. it may be so loud as
to cause the hearer to stop his ears. Such behaviour is itrelevant.
I'say “if this situation had been present to the organism”, meaning
not to state that it is not ; sesent, but only to allow for the possi-
bility of its not being present. If it is present, we cannot dis-
tinguish behaviour caused by th- sign from behaviour caused
by what it signifies.

There is a2 more or less formal emendation which is required
in the above definition of “true”. This has to do with the phrase
“behaviour which would have been promoted by a situation, if
this situation had been present to the organism”. This definition
will not have the intended significatice in the case of a situation
which has never, in fact, been present to the organism. Formally,
since a false proposition implies every other proposition, the
condition is satisfied, in this case, by dmy sentential sign. We
must therefore amend our definition by saffing that, on various
occasions, situations sufficiently similar to the given situation
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have, in fact, promoted behaviour sufficiently similar to the
behaviour now promoted by the sign. The degree of similarity
required cannot be defined in general terms, and is essentially
subject to a certain degree of vagueness. Moreover the “situa-
tion” and the “behaviour” involved must both be generic, not
particular, since it is involved in the emended definition that
each can occur more than once. ,

There is one grave objection to the above definition, and that
is that it considers sentences exclusively from the standpoint of
the hearer to the exclusion of that of the speaker. The most
obvious example of truth is an exclamation caused by scme
feature of the environment, such as “fire!”” or “murder!” And
it is by means of such exclamations on the part of elders that
children’s language habits are acquired.

Another objection is that, whenever the situation verifying a
sentence is not present to the hearer, the truth of the sentence
must be known only by subsequent inference. The premisses of
such inference must be known by the simultaneous presence of
the sentence and what it signifies; this knowledge must therefore
exemplify the most primitive kind of truth, from which other
kinds are derivative.

But as to the main question, namely “must there be proposi-
tions?” I should say that the “implicit behaviour” assumed by
Kaplan and Copilowish is exactly what I mean by “proposition”.
If you say to an Englishman “there’s a cat”, to a Frenchman
“voild un chat”, to a German *“da ist eine katze”, and to an
Italian “ecco un gatto”, their implicit behaviours will be the same;
this is what I mean by saying that they are all believing the same
proposition, though they are believing quite different sentences.
Moreover they can believe the proposition without using words;
I should say that a dog is believing it when he is excited by the
smell of a cat. It is the capacity of sentences to promote this kind
of “implicit behaviour” that makes them important. A sentence
is significant to the hez.er when it promotes this kind of implicit
behaviour, and to tife speaker when it is promoted by it. Precise
syntactical rules as to what sentences are significant are not psy-
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chologically true; they are analogous to rules of etiquette. When
Lamb called the fish-wife a she-parallelogram, the sentence was
to her significant, and, meant “you are an abominable female
monster”. What can be said, apart from etigpette, in favour of
such syntactical rules as the logician naturally suggests, is this:
a language obeying these rules has, for those who understand
it, the merit that every sentence expresses a proposition, and every
proposition can be expressed by a sentence (provided the voca-
bulary is adequate). It has also the merit of a more precise and
intimate relation between sentences and what they signify than
exists in ordinary spoken languages.

I conclude, from this long discussion, that it is necessary to
distinguish propositions from sentences, but that propusitions
need not be indefinable. They are to be defined as psychological
occurrences of certain sorts—complex images, expectations, etc.
Such occurrences are “éxpressed” by sentences, but the sen-
tences “assert” something else. When two sentences have the
same meaning, that is because they express the same proposition.
Words are not essential to propositions. The exact psychological
definition of propositions is irrelevant to logic and theory of
knowledge; the only thing essential to our inquiries is that sen-
tences signify something other than themselves, which can be
the same when the senter. s differ. That this something must be
psychological (or physiolugical) is made evident by the fact that
propositions can be false.

B. PsycHOLOGICAL ANALYSIS OF SIGNIFICANCE

We have considered already the psychological character of
the meanings of single words, when they are object-words. The
meaning of a single word is define! by the situations that cause
it to be used and the effects that resuit from hearing it. The
significance of a sentence can be similarly defined; in fact, an
object-word is a sentence when used in ag exclamatory manner.
So long as we confine ourselves to these geseralities there is no
problem as to the significance of sentences. The problems arise
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when we attempt to explain in psychological terms the relation
between the significance of a sentence and the meanings of its
constituent words. To the logician, the significance is definable
in terms of the meanings of the words and the rules of syntax.
But psychologically the sentence is a causal. unit, and its effect
does not seem to be compounded of separate effects of separate
words. Can we say that the effect of “that is not cheese” is com-
pounded of the effect of “not” and the effect of “cheese”? If
we are to say this, we shall need a much more psychological
theory of logical words than is customary, but I do not consider
this a decisive argument.

The syntactical theory of significance—especially when con-
nected with an artificial logical language—is a branch of ethics:
it says “logically well-behaved people will attach significance to
sentences of the following kinds”. But there is also a purely psy-
chological theory of significance. In this theory a spoken sentence
is “significant” if its causes are of a certain kind, and a heard
sentence is “significant” if its effects are of a certain kind. The
psychological theory of significance consists in defining these
kinds.

“Belief”, we decided, is a certain condition of mind and body,
not essentially involving words. A person A may be in a condition
which is described in the words “A believes that there is about to
be a loud bang”. When A is in this condition, it may cause him
to use the words “there is about to be a loud bang”. A sentence

‘p” is significant when there can be a state of mind and body

c6_9

described in the words “A believes p”’. Hearing the sentence “p
is one -possible cause of the state that consists in believing “p”.
A heard sentence is significant when it can be such a cause.

In the above we have two different definitions of “‘significance”’.
One is relative to the linguistic habits of a person who says “A
believes p”, the other to those of a person who hears A uttering p.

A man who is in a state of belief may utter a sentence “p”
with the intention of,éexpressing his belief, but a hearer, with
other linguistic halfits, may consider the expression inaccurate.

A man A may say “the moon looks as large as a soup-plate”’;
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B may say, “no, only as large as a dollar”; C may say “both your
sentences are incomplete; you must specify the distance of the
soup-plate or dollar from, the eye”. What does C mean by “must” ?
He means that the sentences of A and B, though apparently
inconsistent, are not so really, since heither describes a definite
state of affairs.

Every object-word has two uses, corresponding to Hume’s
“impression” and “idea”. When directly caused by a sensible
occurrence, the word, in the speaker, applies to an impression;
when heard, or used in narrative, it does not apply to an im-
pression, but it is still a word, not a mere noise; it still “means”
something, and what it “means” may be called an “idea”. The
same distinction applies to sentences: a spoken sentence may
describe an impression, but a heard sentence does not. “Im-
pression” and “idea” must be very ‘closely related; since other-
wise it would be impossible to give information: in some sense,
what the hearer understands is what the speaker expressed.*

T assume that there is a certain state of a person A which can
be described in the words “A believes that there is about to be
a loud bang”, and that this state need not involve words in A.
But it must be possible to describe A’s state quite differently,
by means of certain tensions and auricular stimulations. I shall
say “A believes p” if A i: in a condition which, if he shares my
linguistic habits, and sees occasion to speak, will cause him to
utter the sentence “p”.

The matter seems simpler whei. A has the sentence “p” in
his mind. But this is a mistake. A may have the sentence “p”
in his mind, and proceed to say “I believe p”, or simply to assert
p; but it does not follow that he believes p. What he must be
believing is “ ‘p” is true”’. He may be quite unaware of what “p”
means. E.g. the devout but uneducaied believer who hears the
Apostles’ Creed in Greek, or the school-child who, to please the
teacher, says “and is a conjunction”.

Let us try to enumerate the various wses of “p”. Take the

* This is only roughly true. Its limitations are considered in Chapters XV,
XVI, and XVIL
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sentence “there is a red light”, which we will call “p”. You are,
we will suppose, sitting beside a careless driver. You utter the
sentence because you see a red light; this may be called the
exclamatory use of “p”. Here “p” is directly caused by a sensible
fact, which it “indicates”, and by which it is “verified”. But how
about the driver who hears your exclamation? He acts exactly
as he would have done if he had seen the red light; there is in
him a conditioned reflex which leads him to respond to the words
“red light” as he responds to the sight of a red light. This is
what we mean when we say that he “understands” the words.

So far, we have no need of “ideas”. You react to a visual
stimulus, and the driver to an auditory stimulus; his reaction, like
yours, is to a present sensible fact.

But now suppose that when you see the red light you hold
your tongue, and a moment later remark “it is fortunate there
was no policeman there, because you ran past a red light”, to
which the driver replies “I don’t believe you”. Now “p” shall
be “there was a red light”. You assert p, and the driver says he
does not believe p.

In this case, the need for “ideas” seems fairly evident. Neither
you nor the driver is concerned with words: you are not saying
“the words ‘there was a red light’ express a truth”, nor is he
denying this. Both are speaking about what the words “‘mean”.

So far as you are concerned, we could perhaps be content with
the analogy of the automatic machine which first says “this is a
penny” and later “that was a penny”. The man who has just
seen a red light which he no longer sees is, no doubt, in a different
state from that of a man who has seen no red light; this state
may cause the use of the words “there was a red light”. As for
the driver, we may suppose in him a state (involving motor
impulses) induced by the heard words “there was a red light”,
combined with inhibitory impulses such as are expressed by the
word “disbelief”. So long as we do not introduce “ideas”, this
is not sufficiently specific. The motor impulses in the driver will
be just the same if you say “you nearly ran over a dog”, but
his state will not be the same. Your words cause in him the
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“thought” of there having been a red light, and he meets this
thought with disbelief. It is unnecessary for us to decide what the
“thought” consists of, and how it is to be apportioned between
psychology and physiology, but it seems that,we must admit it,
since many obviously different beliefs may be indistinguishable
in their motor effects.

Thus the psychological theory of significance to which we
have been led is as follows. There are states which may be called
states of “believing”; these states do not essentially involve
words. Two states of believing may be so related that we call
them instances of the same belief. In a man with suitable language-
habits, one of the states which is an instance of a given belief is
that in which he utters a certain sentence. When the utterance
of a certain sentence is an instance of a certain beliefilthe sentence
is said to “express” the belief. A spoken sentence is ““significant”
when there is a possiblé belief that it “expresses”. A heard
sentence “S” may be believed or rejected or doubted. If believed,
the hearer’s belief is “expressed” by the same sentence “S”. If
rejected the hearer’s disbelief is “expressed” by the sentence

“not-S”; if doubted by “perhaps S§”. A heard sentence “S” is
significant if i it"can cause any of the three kinds of states *
pressed” by “S”, “not-S”, and “perhaps S”. When we say stmply
that “S” is signiﬁcant, we mean that it has this latter kind of
significance.

This whole theory is complete: independent of any con-
sideration of truth and falsehood.

There is one important respect in which the above theory is
still incomplete; it has not decided what two states must have
in common in order to be instances of the same belief. When
verbal habits are sufficiently developed, we may say that two
states are instances of the same behe: if they can be expressed
by the same sentence. Perhaps the only definition is causal:
two states are instances of the same belief when they cause the
same behaviour. (This will, in those Who possess language,
include the behaviour that consists in uttering™ certain sentence.)
I am not quite satisfied that this causal definition is adequate,
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but, having no better alternative to offer, I. shall tentatively
accept it.

C. SYNTAX AND SIGNIF}CANCE*

In the present Section, I propose to consider the possibility
of constructing a logical language in which the psychological
conditions of significance, considered in the previous section, are
translated into precise syntactical rules.

Starting from a vocabulary derived from perception, and from
sentences expressing judgments of perception, I shall give a
definition of an assemblage of significant sentences defined by
their syntactical relation to the initial vocabulary and to judgments
of perception. When this assemblage has been defined, we can
consider whether, in an adequate language, it can contain e//
significant sentences and no bthers.

The initial object-vocabulary consists of names, predicates,
and relations, all having ostensive definitions. In theory, rela-
tions may have any finite number of terms; we need not inquire
what is the greatest number of terms in any sentence expressing
a relational fact that we actually perceive. All the words needed
in the object-vocabulary have ostensive definitions; words
having dictionary definitions are theoretically superfluous. The
object-vocabulary is liable to be extended at any moment as a
result of new experience—e.g. the first time you cat sharks’ fins
you may give a name to the flavour.

Sentences describing experiences, such as we considered in
Chapter I1I, are frequently, though perhaps not always, composed
of a single relation or predicate together with a suitable number
of names. Such sentences express “judgments of perception”.
They form the basis from which our syntactical construction
proceeds.

Let R,(a;,as,a; . . . a,) be a sentence expressing a judg-
ment of perception, containing one z-adic relation R, and »
names ay,ay,; . - . ¢, We then lay down the principle of

* The reader may with advantage omit this section if he is not interested in
mathematical logic.
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substitution: the sentence remains significant if any or all of the
nares are replaced by any other names, and R, is replaced by
any other n-adic relation. We thus obtain from judgments of
perception a certain collection of significant septences, which we
call atomic sentences.

It might be objected that this principle will allow the con-
struction of nonsensical sentences such as “the sound of a trom-
bone is blue”. With my theory of names, this would assert the
identity of two objects having different names. This, I should
say, is not nonsense, but false. I should include among judgments
of perception such sentences as “red is different from blue”;
similarly, if s is the name of the quality of the sound of a
trombone, “s is different from blue” can be a judgment of
perception.

It is of course possible, since we are dealing ®ith an arti-
ficial language, to supply a'conventional significance to a sentence
which has no natural significance, provided we can avoid the risk
of contradiction. Sentences which have no natural significance
are obviously not naturally true; therefore we can supply a false
significance, such as “this buttercup is blue”, for every sentence
(not containing the word “not”) that we wish to include but
that does not naturally have any significance. Where atomic
sentences are concerned there is no risk of contradiction; there-
fore, if the principle of substitution were otherwise doubtful, its
validity could be secured by a convention. There is accordingly
no reason for rejecting it.

The second principle in the formation of sentences may be
called combination. A given sentence can be negated; two given
sentences can be combined by “or”, “and”, “if-then”, “if-then
not”, and so on. Such sentences are called “‘molecular” if they
result from a combination of atomic sentences, either directly
or by any number of finite operations. The truth or falsehood of
a molecular sentence depends only upon that of its “atoms”.

All molecular sentences can be defined #a terms of one opera-
tion. If “p” and “¢” are any two sentences*“p | g’ (read
stroke-¢ ) is to mean “p and ¢ are not both true”, or “p and q
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are incompatible”. We can then define “not-p” as “p | p”, i.e.
“p is incompatible with p”; “p or ¢” as “(p|p) | (¢] )", i.e.
“not-p is incompatible with not-¢”; “pand ¢” as “(p | ¢) | (2 | ",
i.e. “p and ¢ are not incompatible”. Starting from atomic pro-
positions, and using the principle that any two sentences can be
combined by the “stroke” to form a new sentence, we obtain
the assemblage of “molecular propositions™. All this is familiar
to logicians as the logic of truth-functions.

The next operation is generali;ation. Given any sentence con-
taining either a name “a” or a word “R” denoting a relation or
predicate, we can construct a new sentence in two ways. In the

“

case of a name “a”, we may say that all sentences which result
from the substitution of another name in place of “a”" are true,
or we may say that at leasy one such sentence is true. (I must
repeat that I am not concerned with inferring true sentences, but
only with constructing sentences syntactically, without regard
to their truth or falsehood.) For example, from “Socrates is a
man” we derive, by this operation, the two sentences “every-
thing is a man” and “something is a man”, or, as it may be
phrased, ** “x is a man’ is always true” and “‘ “x is a man’ is some-
times true”. The variable “x” here is to be allowed 1o take all
values for which the sentence “x is a man” is significant, i.e.,
in this case, all values that are proper names.

When we generalize a relation R—say a dyadic relation—
the process is the same, except that, when we substitute a variable
“S”, the possible values of “S” are confined to dyadic relations
by the conditions of significance. Take, for example, the advice
to be all things to all men. If I succeed in obeying this precept,
that means that, if x is any man and R any dyadic relation, I have
the relation R to x; in other words, every sentence of the form
“if x is a man, I have the relation R to x” is true. Or take the
statement “no two men are wholly unrelated”. This means that,
if 2 and y are men, some sentence of the form “x has the relation
R to y” is true. That 4, to say, every sentence of the form “if x
and y are men, sofhe sentence of the form ‘x has the relation R
to y’ is true” is true.
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It should be observed that the relations that occur in the above
development whether they are constants or variables, are relations
in intension, not in extension.

Sentences involving ‘generalization of pre.dlcates occur fre-
quently in common speech. Examples are ‘“Napoleon had all the
qualities of a great general” and “Elizabeth had the virtues of
both her father and her grandfather, but the vices of neither”.
(I do not commit myself to the historical accuracy of this
illustration.)

For reasons which will appear in Chapter XIX, I shall call the
assemblage of sentences obtained from atomic judgments of per-
ception by the three operations of substitution, combination, and
generalization, the azomistic hierarchy of sentences.

It is an 1mportant question whether this hierarchy can con-
stitute an “adequate” language, i.e., one into whtch any state-
ment in any language can be translated. This question has two
parts: first, can we be content with atomic sentences as the basis
of the structure? second, can we be content with names, predi-
cates, dyadic 1elations, etc., as our only variables, or do we need
variables of other kinds ? The first of these questions will be dis-
cussed in Chapters XIX and XXIV. The second, which is con-
cerned with generalization and is relevant in solving the paradoxes,
must be discussed now.

Generalization raises much more difficult problems than are
raised by substitution or combination. The main question to be
discussed in this chapter is: does gcneralization as above defined
suffice for mathematical logic? or do we need variables of kinds
not definable by means of the above kinds ?

First let us observe that, if “every sentence of the form f(x)
is true” or “some such sentence is true” is to have any definite
significance, the range of values of which “x” is to be capable
must be definite. If we have any extrinsic range of values, such as
men or natural numbers, this will have to be stated. Thus “all
men are mortal” cannot be interpreted 55 “all sentences of the
form ‘x is mortal’ are true, where the possisle values of x are
men”, for this is not derived merely from the function “x is
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mortal”.* The only way in which “all sentences of the form
‘f(x)’ are true” can be derived merely from the function is to
allow x to take all values for which “f(x)” is significant. So long
as we confine ourselves to names and relations as variables,
the principle of substitution secures what is wanted in this
respect.

We need, however, at the very beginning of mathematical
‘logic, another sort of variable, namely variable propositions. We
want to be able to enunciate the law of contradiction and the law
of excluded middle, i.e. “no proposition is both true and false”
and “every proposition is either true or false”. That is to say,
“every sentence of the form ‘it is false that p is both true and
false’ is true”, and “every sentence of the form ‘p is either true
or false’ is true”. Here the gonditions of significance require that
“p” should be a sentence (or proposition), but do not, prima facie,
place any other restriction on “p”. The trouble is that we have
apparently framed sentences which refer to all sentences, and
therefore also to themselves.

More generally, if f(p) is a propositional function of a pro-
positional variable p, then “every proposition of the form f(p)
is true”, if admissible, is also a proposition. Is it a possible value
of pin “f(p)”? If it is, there is included in the totality of values
of p a value defined in terms of that totality. This has the conse-
quence that whatever collection of propositions we assign as the
totality of values of p, we must be wrong, since there is another
value of p defined in terms of that totality, and changing as the
totality changes. The situation is analogous to that of Jourdain’s
Chinese Emperor and the nests of boxes. This Emperor attempted
to enclose all nests of boxes in one room. At last he thought he
had succeeded, but his Prime Minister pointed out that the room
constituted another nest of boxes. Though the Emperor cut off
the Prime Minister’s head, he never smiled again.

Variable propositions thus involve difficulties, which come

* In Chapter XVIIL,we‘shall develop a theory of general beliefs which might
wem inconsistent with what is said above. But the inconsistency is only apparent,
since here, but not there, our problem is purely syntactic.
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to a head in the contradiction of the liar.* I suggest that variable
propositions are only legitimate when they are an abbreviation
for name-variables and,relation variables. Let “p” be a variable
which can stand for any sentence constructed by means of our
three principles of substitution, combination, and generalization.
Then we may say that “every sentence of the form f(p) is true”
is not a single new sentence, but a conjunction of an infinite
number of sentences, in which the variables are not sentences.

For this purpose, we proceed as follows. We first interpret
the statement that, if “p” is an atomic sentence, then “f(p)” is
true. This is obviously equivalent to: whatever possible values
R, and x, may have, f{R(x;)} is true; whatever possible values
R, and x, and x, may have, f{R,(x,, x,)} is true; and so on.
Here the variables are only x’s and R’s.

We now proceed to the case in which “p” is a molecular sen-
tence. We shall assert that, for all possible values of the x’s
and y’s and of R and §

FALICTEMNINE MR A A

is true; and we shall proceed to similar assertions when the
argument to f contains not only one stroke, but any finite number.
Thus we shall now have interpreted the assertion that “f(p)”

€_

is true when “p” is any molecular proposition.

“_ 93

Finally, we allow “p” 10 be any sentence obtained from any
one of our previous values of “p” by generalization.

We thus obtain an interpretation of “‘f(p)’ is always true
if p is a sentence in the atomistic hierarchy”. The interpretation,
however, makes this into many sentences, not one. If “f(p)”
is such that, when “p’ belongs to the atomistic hierarchy, so
does “f()”, then all these many sentences belong to the atomistic
hierarchy, and no sentence of a new sort has been generated.

We shall treat “some sentence of the form ‘f(p)’ is true” in
an exactly similar way, treating it as an infinite disjunction consist-
ing of the same terms as those in the abovt infinite conjunction.

Of course, technically, we can still use the variable *“p”. The

* See the opening of Chapter IV, *
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only use of the above analysis, technically, is to prevent us from
regarding “f(p) is always true” as a possnble value of “p” in
“f(p)”. That is to say, “f(p) is always true” does not permnt us
to infer “f{f(p) is always true}”. This is important, since, if
assertions referring to the totality of possible values of “p” (or
of any other variable) are to have any definite srgmﬁcance, they
must not themselves be among the values that “p”” can take.
We have next to consider variable functions. Let us denote
by “¢a” a variable proposition, in the atomistic hierarchy, in
which the name “a” occurs, and let “f(p)” be some definite
function of propositions belonging to the fundamental hierarchy.

We can then form the function

f (%)

in which the variable is ¢, and we can consider “f(¢a) is true
for every ¢” and “f (¢a) is true for some ¢”.

Quite common sentences may be of this form; e.g. “Napoleon
II had all the vices of his uncle and none of his virtues”, or what
the drunken man said to the expostulating parson: “there must
be some of all sorts, and I am of that sort”.

Exactly the same sort of difficulty arises here as in relation to
“f(p) is true for every p”. It would seem that “f(da) is true for
every ¢ is itself a function of a, and that therefore *“f(¢a) is
true for every ¢” ought to imply “f{f(¢a) is true for every ¢}”.

But in that case there are values of ¢ defined in terms of the
totality of values of ¢, and every conceivable definition of the
totality of values of ¢ can be shown to be inadequate.

Let us attempt to clarify the matter by some illustrations.
What, for example, is meant by “Napoleon III had all the vices
of Napoleon 1"’ 2 First, what is a ““vice” ? Perhaps we may define
it as “a habit of which every instance is a sin”. But I do not
want so serious an analysis, since my purpose is merely to illus-
trate a point in syntax. For my purpose, we may treat a “vice”
asa predicate of a certain kind. Thus if “R,” stands for a variable
predicate, “R, is a~vice” is of the form “F(R;)”. Now let us put
“a” for “Napoleon II” and “8” for “Napoleon I”. Then
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“Napoleon III had all the vices of Napoleon I"” becomes:
“every sentence of the form: ‘F(R,) and R,(8) tégether imply
Ry(a)’ is true”, where “R,” is the variable. Thns, however, is not
yet quite satnsfactory, because “F(R,)”, primg facie, treats “R,”
as if it were a proper name and not a predxcate If “F(R,)” is to
be of a form admitted by the restriction to the atomistic hierarchy,
this must be remedied. We may take ““vicious” as a predicate appli-
cable to individuals, and a “vice” as a predicate implying vicious-
ness. Thus if “V(x)” means “x is vicious”, “R, is a vice’” means:
“sentences of the form ‘R;(x) implies V(x) for all possible values
of x’ are true for all possible values of R,”. This must now replace
“F(R,)” in the above analysis of our example. The result may
seem somewhat complicated, but even so it is still made arti-
ficially simple for purposes of illustration.

Let us take another illustration, which will, inciflentally, show
the necessity of distinguishing between properties which involve
a variable predicate and those that do not. Let our illustration be
“Pitt was a typical Englishman”. We may define a member of a
class as “typical” if it possesses all predicates possessed by a
majority of the class. Thus we are saying that Pitt had every
predicate R, which is such that the number of x’s for which
“R,(x) and x is English” is true exceeds the number for which
“not-R,(x) and x is Engli.h” is true. This is all very well, but if
instead of “predicate” we had used the general word “property”,
we should have found that there cculd be no typical Englishman,
because most Englishmen possess some property which most
Englishmen do not possess, e.g., that of being between 5 ft. 10 in.
and 5ft. 11in. in height or some analogous determination.
That is to say, it is untypical to be typical. This shows that
we run risks if we attempt to speak about “all possible statements
about o”.

We shall avoid the trouble if the variable ¢, like the variable p,
is merely a convenient abbreviation for other variables. Pro-
positions in which a occurs will be

(1) Ey(a), Ry(a, 8), Ry(a, 4, ), ete.
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(2) Combinations of the above with one or more propositions
in the atomistic hierarchy.

(3) Generalizations of propositions in (2), provided a is not
replaced by a variable.

Thus “f(¢a) is true for every ¢ will assert that

(a) Ry(a), Ry(q, d), etc., are true for all possible values of
Ry, 4, etc.

(&) Similar statements as regards R,(a) | R,(5), etc.

(c) Generalizations of (4), which will be found to be merelya
repetition of (8).

In this way the variable ¢, like the variable p, can be reduced to
name-variables and relation-variables, at the cost of making
“f(¢a) is true for every ¢~ an infinite number of sentences
instead of one.

Ina language of the second order, “f(p) is true for every p”,
“f(¢a) is true for every ¢”, can be admitted as single sentences.
This is familiar, and I need not dwell upon it. In the language of
the second order, variables denote symbols, not what is sym-
bolized.

There is therefore no reason to admit as fundamental any
variables except name-variables and relation-variables (in inten-
sion). Given the assemblage of propositions that are neither
molecular nor general, we can—so I conclude—construct, from
this assemblage, an adequate language, so far as mathematical
logic is concerned, employing only the principles of combination
and generalization.

The question of the principle of atomicity remains. This is a
question concerning the propositions that are neither molecular
nor general. It is the question whether all of these are of one or
other of the forms

Rl(a)’ R,(a, b), Ry(a, by ¢), . . .

Such propositionseas “ believe Socrates was Greek” are, prima
facie, not of any of these forms. Still more difficult is “I believe
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that all men are mortal”, where the generality is applicable only to
a subordinate proposition. My belief is not equivalent to: “if x
is a man, I believe that x is mortal”, for I may have never heard
of x, and then I cannot believe him to be mortal. Propositions of
the form “A is part of B” also raise difficulties. I shall discuss the
principle of atomicity in later chapters.

There remains one question concerning generalization, and
that is the relation of the range of the variable to our knowledge.
Supposewe consider some proposition *f (x) is true for every x”,

g. “for all possible values of x, if x is human, x is mortal”.
We say that if “a” is a name, “f(x) is true for every x” implies
“f(a)” We cannot actually make the inference to “f(a)”” unless
“a” is a name in our actual vocabulary. But we do not intend
thlS limitation. We want to say that gverything has the property
f, not only the thmgs that we have named. There is thus a hypo-
thetical element in any general proposition; “f(x) is true of
every x”’ does not merely assert the conjunction

f@) . f(&) . f(e) - .

where a,b,c . . . are the names (necessarily finite in number)
that constitute our actual vocabulary. We mean to include
whatever will be named, and even whatever could be named.
This shows that an extens.unal account of general propositions
is impossible except for a Being that has a name for everything;
and even He would need the general proposition: “everything
is mentioned in the following list: a,8,¢, . . .””, which is not a
purely extensional proposition.



Chapter XIV

LANGUAGE AS EXPRESSION

Language serves three purposes: (1) to indicaze facts, (2) to express
the state of the speaker, (3) to alter the state of the hecrer. These
three purposcs are not always all present. If, when alone, I prick
my finger and say “ouch”, only (2) is present. Imperative, in-
terrogative, and optative sentences involve (2) and (3), but not
(1). Lies involve (3), and, ina sense, (1), but not (2). Exclamatory
statements made in solntudc, or wnthout regard to a hearer, involve
(1) and (2), but not (3). Single words may involve all three, for
instance if I find a corpse in the street and shout “murder!”

Language may fail in (1) and (3): the corpse may have died
a natural death, or my hearers may be sceptical. In what sense
can language fail as regards (2)? Lies, mentioned above, do not
fail in this respect, since it is not their purpose to express the
state of the speaker. But lies belong to the reflective use of lan-
guage; when language is spontancous it cannot lie, and cannot
fail to express the state of the speaker. It may fail to communicate
what it expresses, owing to differences between speaker and hearer
in the use of language, but from the speaker’s point of view
spontaneous speech must express his state.

I call language “spontaneous’ when there is no verbal inter-
mediary between the external stimulus and the word or words
—at least this is a first approximation to what I mean by “spon-
taneous”. It is not an adequate definition, for two reasons: first,
that the intermediary to be excluded need not be verbal, though
it must have something in common with what is verbal; second,
that the stimulus peed not be, in any ordinary sense, “external”.
The second point being the simpler, let us consider it first.

Suppose I say “I am hot”, and suppose that I say so because
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I 'am hot. The stimulus here is a sensation. Suppose, I say “there
is a red flower”, because (in ordinary patlance) I see a red flower.
The immediate stimulug is again a sensation, though I believe
the sensation to have outside causes, and, if it has not, my state-
ment is false. When I say “I am hot”, I may not expect others
to be hot, for instance if I have been running on a frosty day.
But when I say “there is a red flower” I expect others to see it
too. If they do not, I am surprised, which shows that what I
think they will see was part of what I was asserting. The state-
ment “I see a red patch of a certain shape” is therefore logically
simpler than “I see a red flower”. But “I see a red patch” is on
a level with “I am hot”. It is, however, less spontaneous than
“I see a red flower” or “there is a red flower”.

Thus mstead of saymg that a stinulus is “external”” we shall
say that, in “spontaneous” speech, the stimulus is a sensation.

We must now consider what sort of intermediaries between
stimulus and words are to be excluded in defining “‘spontaneous”’
speech. Take the case of a ready lie. The schoolboy, asked
angrily “who made the world?” replied without a moment’s
hesitation “please, sir, it wasn’t me”. Ethically, though not
theologically, this was a lie. In such a case, the stimulus to the
words is not what the words mean, nor even something having
a close causal connection w..h what the words mean; the stimulus
is solely the desire to produce a certain effect upun the hearer.
This requires a more advanced kn..wledge of language than is
involved in its merely exclamatory use. I think that, in defining
“spontaneous” speech, we must give a subordinate place to the
desire to affect the hearer. In certain situations, certain words
occur to us, even if we do not utter them. The use of words
is “spontaneous” when the situation causing it can be defined
without reference to the hearer. Spontaneous speech is such as
might occur in solitude.

Let us confine ourselves for the present to speech that is spon-
taneous and indicative. I want to consider, in relation to such
speech, the relation between (1) indicating facts, and (2) expressing

the state of the speaker.



AN INQUIRY INTO MEANING AND TRUTH

In some cages, the distinction between (1) and (2) seems to be
non-existent. If I exclaim “I am hot!”, the fact indicated is a
state of myself, and is the very state that I express. The word
“hot” means a cerain kind of organic condition, and this kind
of condition can cause the exclamatory use of the word “hot”,
In such cases, the cause of the instance of the word is also an
instance of the meaning of the word. This is still the case with
“T see a red patch”, apart from certain reservations as to the
words “I see”. Where, as in such cases, there is no distinction
between (1) and (2), the problem of truth or falsehood does not
arise, for this problem is essentially connected with the distinction
between (1) and (2).

Suppose I say “you are hot”, and suppose I believe what I
say. In that case, I am “expressing” my state and “indicating”
yours. Here truth and falsehood come in, since you may be cold,
or you may even not exist. The sentence “you are hot” is, in
one sense, “‘significant” if it can express a state of me; in what
is perhaps another sense, it is “significant” if it is true or false.
Whether these are or are not different senses of “significant”
cannot be decided until we have defined “true” and “false”. For
the moment, I shall confine myself to the first definition: I shall
consider a sentence “‘significant” primarily if it actually expresses
a state of myself, and from this starting-point I shall endeavour
gradually to reach a wider definition.

What is happening in me when my state is expressed by the
words “you are hot”? To this question there is no definite
answer. I may be “imagining” a sensation of heat combined with
the sensation of touching you. I may be expecting you to say
“I am hot”. I may see beads of sweat on your face, and make
an inference. All that can be said definitely is that certain possible
occurrences would surprise me, while certain others would give
me a feeling of confirmation.

The statement “I believe you are hot” expresses a different
state from that expressed by ° you are hot”; the fact that it
indicates is the fact expressed by “you are hot . The question
arises: can the statement “I believe you are hot” be replaced
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by an equivalent statement referring only to myself, and not
mentioning you?

Such a statement, I jncline to think, would be possible, but
very lengthy and complicated. It is customary to describe “states
of mind” by words having an external reference: we say we are
thinking of this or that, wishing for this or that, and so on.
We have no vocabulary for describing what actually takes place
in us when we think or desire, except the somewhat elementary
device of putting words in inverted commas. It may be said that,
when I think of a cat, I think “cat”; but this is both inadequate
and not necessarily true. To think “of”’ a cat is to be in a state
in some way related to the percept of a cat, but the possible
relations are numerous. The same applies in a stronger degree
to belief. We have thus a twofold difficulty: on_the one hand
that the occurrences which can be correctly described as believing
a given proposition are very various, and on the other hand that
we need a new vocabulary if we are to describe these occurrences
otherwise than by reference to objects.

What must be occurring when I am believing the proposition
“Mr. A is hot”? Mr. A need not be occurring: he may be a
purely imaginary person, whom in a dream I see in hell. No
words need be occurring. I have seen water steaming when it
was at freezing point; I mught (if I had had less knowledge) have
plunged my hands into it in the belief that it was hot, and have
received a shock of surprise from the perception of its coldness,
and in this case the belief could have been quite wordless. On
the other hand, there must be in me something corresponding to
the word “hot”, and something which, perhaps mistakenly, is
Sele as a sign of a person called “Mr. A”. Ti is almost impossible
to make such statements sufficient’y vague, but I am doing my
best.

The one word “belief” should, I think, be replaced by several.
First: perception, memory, expectation. Next come habit-in-
ferences, of the kind that Hume considers in connection with
causation. Last come deliberate inferences “such as logicians
sanction or condemn. It is necessary to distinguish these in our
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present discussion, because they produce different states of the
believer. Suppose I am a Dictator, and at 5 p.m. on October 22nd
some one attempts to stab me with a dagger. As a result of reports
by the secret police, I believe that this is going to happen; this
"1s (or at least may be) a logically inferential belief; it may also
be a belief produced by habit-inference. At 4.59 I see a known
enemy taking a dagger from its sheath; at this moment I expect
the assault. The inference to the immediate future now is not
logical, but habitual. A moment later, the assassin rushes forward,
the blade pierces my coat, but is stopped by the shirt of chain
armour that I wear next the skin. At this instant,. my belief is
a matter of perception. Subsequently, the villain having been
beheaded, I have the experience of “‘emotion recollected in tran-
quillity”, and my belief has become one of memory. It is obvious
that my bodily and mental state is different on these four occa-
sions, though what I am believing is the same throughout, in
the sense that it can be indicated in the same words, viz. “I
believe that at 5 p.m. on October 22nd an attempt is made to stab
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me with a dagger”. (The “is” here is timeless, not the present
tense; it is like the “is” in “4 is twice 2”.)

It is perhaps convenient to exclude perception from the forms
of belief. I have included it above, for the sake of the serial
development. But in general I have excluded it.

Our problem may be stated as follows. There are a number
of states of my mind and body, any one of which, when it exists,
makes it true to say “I believe you are hot”. We may assume
that any one of these states can be described with sufficient
accuracy by psychologists and physiologists. Assuming this has
been done for all such states, will the psycho-physicist be able
to know, concerning any one of them, that it is a case of believing
you to be hot? And further, will he be able to discover anything
in common among the states except their relation to you and
hotness ?

I think that in theory the answer to both questions should be
in the affirmative. Essentially the problem is the same as that of
discovering that “hot” means hot, which most children solve
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in about 18 months. If I am in any state that can be described
as believing that you are hot, and you say “do you believe I am
hot?”’ T shall answer that I do. This is an experimental causal
property of the belief, quite as satisfactory as shose that are used
in chemical tests. There are of course complications—mendacity,
difference of language, etc.—but none of these afford any
difficulty of principle.

e can now say: the states of two persons who speak the
same language are instances of the same belief if there is a sen-
tence S such that each, in reply to the question: “do you believe
82" replies “I do”.* The person who, to himself or to any one
that he does not wish to deceive, says “S!”, believes S. Two
sentences S and §” have the same significance lf whoever believes
the one believes the other. Experimentally, in this case, if you
hear a man say “S™ and you ask him “do you believe §*?”, he
will reply “certainly, I Have just said so”. This applies if, for
example, “S” is “Brutus killed Caesar” and “S"” is “Caesar was
killed by Brutus”. The same applies if $ and §" are in different
languages, provided both are known to the persons concerned.

One purpose of this discussion is to decide whether ““A believes
p” is a function of p. Let us substitute for the proposition p
a sentence s. In logic, we are accustomed to thinking of either
a proposition or a senteice primarily as capable of truth or
falsehood; we can, I think, at least for the time being, discard
propositions and concentrate on scntences. The essential point,
technically, is that we are concerneu with the arguments to truth-
functions. If “s”” and “r” are two sentences, “s or ¢” is a third
sentence, whose truth or falsehood depends only upon the truth
or falsehood of s and s In logic, sentences (or propositions)
are treated technically as if they were “things”. But a sentential
utterance, in itself, is merely a series of noises, of no more interest
than a series of sneezes and coughs. What makes a sentence

* 1 do not suggest that this is the best definition of what constitutes the “‘same’
belief. The best definition would be one tuking account f the causes and effects
of the belief. But this definition would be elaborate and difficult, and the above
definition by means of sentences seems to suffice for our present purposes.
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interesting is its significance, or, to be more specific, its capacity
for expressing a belief and for indicating a fact (or failing to do
so). It acquires the latter through the former, and the former
through the meanings of its words, which meanings are causal
properties of noises acquired through the mechanism of con-
ditioned reflexes.

From what has just been said it follow: that the relation of
a sentence to the fact that makes it true or false is indirect, and
passes through the belief expressed by the sentence. It is primarily
the belief that is true or false. (I am for the present abstaining
from any attempr to define “true” and “false”.) When, therefore,
we say that “s or ¢” is a sentence, we must give substance to our
statement by investigating the belief expressed by “s or ¢”. It
seems 10 me that a person o animal may have a beliet correctly
expressed by “‘s or ¢, but describable by the psycho-physiologist
without the use of the word “or”. Let us investigate this matter,
remembering that what is said about “or” is likely to apply to
other logical words.

I suggest that there is a difference between the word “or’ and
such words as “hot” or “cat”. The latter words are needed in
order to i1dicate as well as in order to express, whereas the word
“or” is needed only in order to express. It is needed to express
hesitation. Hesitation may be observed in animals, but in them
(one supposes) one does not find verbal expression. Human
beings, seeking to express it, have invented the word “or”.

The logician defines “p or ¢ by means of the conception of
“truth”, and is thus able to short-circuit the route through the
belief expressed by “p or ¢”. For our purposes, this short-circuit
is not available. We wish to know what are the occurrences that
make the word “or” useful. These occurrences are not to be
sought in the facts that verify or falsify beliefs, which have no
disjunctive quality, but are what they are. The only occurrences
that demand the word “or” are subjective, and are in fact hesi-
tations. In order to express a hesitation in words, we need “or”
or some equivalent“word.

Hesitation is primarily a conflict of two motor impulses. It
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may be observed, for instance, in a bird timidly approaching
crumbs on a window-sill, or in 2 man contemplating a dangerous
leap across a chasm in order to escape from a wild animal. The
intellectual form of hesitation, which is expressed by a disjunction,
is a development from purely motor hesitation. Each of the twt
motor impulses, if it existed alone, would be a belief, and could
be expressed in an assertion. So long as both exist, no assertion
is possible, except a disjunction, “this or that”. Suppose, for
example, that you see an aeroplane. In ordinary circumstances,
you will be content to note “there is an aeroplane”. But if you
are in charge of an anti-aircraft gun, the action called for will
be different according to what sort of aeroplane it is. You will
say, if you are in doubt, “that aeroplane is British or German”.
You will then suspend all action gxcept observation until you
have decided the alternative. The intellectual life is mainly con-
cerned with suspended motor impulses. Consider a young person
cramming, for an examination. His activity is governed by a dis-
junction: “I shall be asked A or B or C or . . .” He proceeds to
acquire motor habits appropriate to each of these alternatives,
and to hold them in suspense until the moment when he learns
which of them to let loose. His situation is thus closely analogous
to that of the man with the anti-aircraft gun. In either case the
state of mind and body of the doubter can, theoretically, be
specified by a description of the motor impulses and their conflict
without the use of the word “ut”. The conflict, of course, is
to be described in psycho-physical terms, not in terms of logic.
Similar considerations apply to the word “not”. Imagine a
mouse which has frequently observed other mice caught in traps
baited with cheese. It sees such a trap and finds the smell of the
cheese attractive, but memory of the tragic fate of its friends
inhibits its motor impulses. It does not itself use words, but we
can use words to express its state, and the words to use are:
“that cheese is NOT 1o be eaten”. At one time I kept pigeons,
and found them to be models of conjugal virtue. But I once
introduced among them a new hen pigeon Very like one of the
previous married hens. The husband mistook the new hen for
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his wife, and began cooing round her. Suddenly he discovered
his mistake, and looked just as embarrassed as a man would look
in similar circumstances. His state of mind could have been ex-
pressed in the words:: “that is NoT my wife”’. The motor impulses
associated with the belief that it was his wife were suddenly in-
hibited. Negation expresses a state of mind in which certain
impulses exist but are inhibited.

Speaking generally, language of the sort that logicians would
call “assertion” has two functions: to indicate a fact, and to
express a state of the speaker. If I exclaim “fire!”, I indicate
a blaze and express a state of my perceptive apparatus. Both the
fact indicated and the state expressed are in general non-verbal.
Words are of two sorts: those that are necessary in order to
indicate facts, and those that are only necessary in order to
express states of the speaker. Logical words are of the latter sort.

The question of truth and falsehood has to do with what words
and sentences indicate, not with what they express. This, at least,
is what one might hope. But how about lies ? It would seem that,
when a man lies, the falsehood is in the expression. A lie is still
a lie if it happens to be objectively true, provided the speaker
believes it to be false. And how about sheer mistakes? Psycho-
analysts tell us that our beliefs are not what we think they are,
and certainly this is sometimes the case. Nevertheless there seems
to be some sense in which there is less chance of error as regards
the expression than as regards the indication.

The solution lies, I think, in the conception of *“spontaneous”
speech, which we considered earlier in this chapter. When speech
is spontaneous, it must, I think, express the speaker’s state of
mind. This statement, rightly interpreted, is tautological. A given
belief, we agreed, may be shown by various states of the organism,
and one of those states is that of spontaneously pronouncing
certain words. This state, being easier to observe than those that
involve no overt behaviour, has been taken as the definition of
agiven belief, whereas it is in fact merely a convenient experi-
mental test. The résult has been an unduly verbal theory of
truth and falsehood and logical words generally. When I say
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“unduly”, I mean unduly from the standpoint of theory of know-
ledge; for logic, the traditional acceptance of “propositions™ and
the definition of (e.g.), disjunction by means of truth-values are
convenient and technically justified, except in relation to certain
crucial problems such as extensionality and atomicity. These
problems, since they arise in connection with propositional atti-
tudes (believing, etc.), can only be dealt with by means of theory
of knowledge.
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Chapter XV

WHAT SENTENCES “INDICATE”

When “truth” and “falsehood” are regarded as applicable to
sentences, there are, from the standpoint of theory of knowledge,
two kinds of sentences: (1) those whose truth or falsehood can
be inferred from their syntactical relation to other sentences,
(2) those whose truth or falsehood is only derivable from a rela-
tion to something that may be called “fact”. Molecular and general
sentences may, for the moment, be regarded as of the first kind;

whether this is strictly true we shall consider at a later stage.

The problems with which we are concerned in the present work
arise only in regard to sentences of the second kind, for, if we
have defined “truth” and “falsehood” for such sentences, the
problems that remain belong to syntax or logic, which is not
our subject.

Let us, then, confine ourselves, to begin with, to indicative
sentences of atomic form, and ask ourselves whether, in regard
to such sentences, we can frame a definition of the words “true”
and “false”.

We agreed in the last chapter that an indicative sentence “ex-
presses” a state of the speaker, and “indicates” a fact or fails
to do so. The problem of truth and falsehood has to do with

“indication”. It appeared that truth and falsehood apply pnmanly
to beliefs, and only derivatively to sentences as “expressing”
beliefs.

The distinction between what is expressed and what is indi-
cated does not always exist—for instance, if I say “I am hot”,
what is expressed is always a present state of the speaker; what
is indicated may be such a state, but usually is not. What is
expressed and what is indicated can only be identical when what
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is indicated is a present state of the speaker. In this case, if what
is spoken is ‘‘spontaneous” in the sense defined in the last chapter,
the problem of falsehood does not arise. We can therefore make
a beginning by saying: @ spontaneous sentence which indicates what
it expresses is “true” by definition.

But now suppose that, pointing at a visible object, I say “that
is a dog”. A dog is not a state of myself; consequently there is
a difference between what I indicate and what I express. (The
phrase “what I indicate” is open to objection, since, in the case
of falsehood, it may be contended that I fail to indicate anything,
but I shall employ it to avoid circumlocution.) What I express
may be inferred from what would surprise me. If the shape that
I see suddenly vanishes, without the possibility of eclipse by
some other object, I shall be amazed. If you say to me: all the
doors and windows are shut; there ‘are no hidingplaces in the
room; and I am sure that 2 moment ago no dog was here; I shall
conclude, if I have been reading Faust, that what I saw was not
a dog but Mephistopheles. If the object that I am watching
suddenly begins, like the pug in Heine’s Aita Troll, to talk
German with a Swabian accent, I shall conclude, as Heine did,
that it is a Swabian poet transformed by a wicked witch, Such
occurrences, no doubt, are unusual, but they are not logically
impossible.

Thus when I say “that is a dog”, certain more or less hypo-
thetical expectations are part of the state that I express. I expect
that, if I watch, I shall continue to see something like the shape
that led to my remark; I expect that, if I ask a bystander who
has been looking in the same direction, he will say that he also
saw a dog; I expect that if the shape begins to make a noise, it
will bark and not talk German. Each of these expectations, being
a present state of myself, can be bLuch expressed and indicated
by a single sentence. Suppose, to be definite, that I actually, not
hypothetically, expect a bark; I am then in the state called “Iis-
tening”, and I may very possibly have an auditory image of a
bark, or the word “bark”, though both may Le absent. We have
here the smallest gulf between expression and indication; if I
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say “in a moment I shall hear a bark”, I express my present
expectation and indicate my future sensation. In this case, there
is a possibility of error: the future sensation may not occur.
Known error is, 1, think, always of this kind; the sole method
of discovering error is, I believe, the experience of surprise owing
to a disappointed expectation.

There is, however, still a difficulty. I have at every moment
a large number of more or less latent expectations, and any one
of these, if disappointed, gives way to surprise. In order to know
which expectation was false, I must be able to relate my surprise
to the right expectation. While I am expecting the dog to bark,
I may be surprised to see an elephant walking along the street;
this surprise does not prove that I was wrong in expecting the
dog to bark. We say we are surprised az something; that is to
say, we experience not merely surprise, but surprise related to
a present percept. This, however, is still not enough to make
us know that our previous expectation was erroneous; we must
be able to relate our present percept to our previous expectation,
and, moreover, to relate it in a negative way.!Expectation makes
us say “the dog will bark”; perception makes us say “the dog
is not barking”; memory makes us say “I expected the dog to
bark”) Or we may expect the dog not to bark, and be surprised
when he does. But I do not see how this simplest case of known
error can be dealt with except by the above combination of
expectation, perception, and memory, in which either the expec-
tation or the perception must be negative.

The emotion opposite to surprise may be called confirmation;
this arises when what has been expected happens.

We may now say, as a definition: an expectation as to an
experience of my own is zrue when it leads to confirmation, and
false when it leads to surprise. The words “leads to”, here, are
an abbreviation for the process just described.

But when I say “there is a dog”, I am not merely making
an assertion as to my own experiences, past, present, or future;
I am stating that <here is a more or less permanent thing, which
can be seen by others, exists when unseen, and has a sentient
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life of its own. (I am assuming that I am a plain man, not a
solipsistic philosopher.) The question “why should I believe
all this?” is an interesting one, but is not the one I wish to dis-
cuss at the moment. What I wish to discuss at the moment is:
what is there on the side of expression correspondmg to this-
indication of something outside my experience? Or, in old-
fashioned language, how do I think of things that I cannot
experience ?

I find in almost all philosophers a great unwillingness to face
this question. Empiricists fail to realize that much of the
knowledge they take for granted assumes events that are not
experienced. Those who are not empiricists tend to main-
tain that we do not experience separate events, but always
Reality as a whole; they fail, however, to explam liow we
distinguish between (sav) readmg poetry and hdving a tooth
pulled out.

Let us take an example. Suppose on a fine Sunday I go out
for the day with my whole tamily, leaving my house empty;
when I return in the evening, I find it burnt down, and am in-
formed by neighbours that the fire was first nonced too late for
the fire-engines to be able to put it out. Whatever my philosophy,
I shall believe that the fire began in a small way, as fires do, and
therefore existed for som time before any human being per-
ceived it. This, of course, is an inference, but it is one in which
I feel great confidence. The questio.. I wish to ask at the moment
is not “is this inference justifiable: ™, but rather: “assuming the
inference justifiable, how am I to interpret it?”

If I am determined to avoid anything not experienced, there
are several things that I can say. I can sav, like Berkeley, that
God saw the beginning of the fire. I can say that my house,
unfortunately, is full of ants, and uwy saw it. Or I can say that
the fire, until it was seen, was merely a symbolic hypothesis.
The first of these suggestions is to be rejected because such uses
of God have become against the rules of the game. The second
is to be rejected because the ants are accidentalsand the fire could
obviously have burnt just as well without them. There remains,
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then, the third suggestion, which we must try to make more
precise.

We may state this theory as follows: let us first develop
physics on the usual realistic hypothesis that physical phenomena

do not depend for their existence upon being observed; let us
further develop physiology to the point where we can say under
what physical conditions physical phenomena are observed. Let
us then say: the equations of physics are to be regarded as only
connecting observed phenomena; the intermediate steps are to
be regarded as dealing only with mathematical fictions. The
process suggested is analogous to a calculation which begins and
ends with real numbers, but uses complex numbers in the course
of the argument.

This theory may be carrjed further: I may exclude, not only
events which no one observes, but events which 7 do not observe.
We might, to simplify the hypothesis, suppose that observable
phenomena are those that happen in my brain. We shall then,
after developing a realistic physics, define the space-time region
occupied by my brain, and say that, of all the events symbolically
assumed in our physics, only those whose space-time co-ordinates
are among those of my brain are to be regarded as “real”. This
will give me a complete solipsistic physics, symbolically indis-
tinguishable from ordinary realistic physics.

But what can I mean by the hypothesis that, of all the events
symbolically occurring in my physics, only a certain sub-class
are “real”? There is only one thing that I can mean, namely,
this: that the mathematical account of a physical event is a
description, and that such descriptions are to be considered empty
except in certain cases. The reason for not considering them
empty in these cases must be that, apart from physics, I have
reason to know the events described in these cases.

Now the only events in which I have reason to believe apart
from physics (taking physics in a wide sense) are those that I
perceive or remember.

It is evident that two hypotheses which have exactly the same
consequences as-regards what I perceive and remember are, for
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me, pragmatically and empirically indistinguishable. The course
of my life will be exactly the same whichever of them is true,
and it is analytically impossible that my expericnce should ever
give me a ground for preferring one to the other. It follows
that, if knowledge is to be defined either pragmatically or ia
terms of experience, the two hypotheses are indistinguishable.
Convertando, if it is logically possible to distinguish the two
hypotheses, there must be something wrong with empiricism.
The interesting point about this result, to me, is that it only
requires us to be able to distinguish the two hypotheses, not
to know which of them is true.

This brings me back 1o the question: how can I think of
things that I cannot experience ?

Take (say) the statement: “soupd is due to waves in air”.
What meaning can such a statement have? Does this necessarily
only mean: “if | supposé sound to be due to waves in air, [ shall
be able to develop a theory connecting the sounds that I hear
with other experiences’™ ? Or is it capable of meaning, as it seems
to do, that there are events in air that I do not experience?

This question turns upon the interpretation of existential pro-
positions. Logic assumes that, if T understand a statement “¢e”’,
I can understand the statement “there is an x such that ¢x”, If
this is assumned, then, given two understandable statements ¢a,
va 1 can understand “there is an x such that ¢x and x”. But
it may happen that, in my expcrience, ¢x and ¢x are never
conjoined. In that case, in understanding “there is an a such that
éx and ¥x”, I am wunderstanding something outside experience;
and if I have reason to believe this, I have reason to believe that
there are things which I do not experience. The former is the
case of unicorns, the latter that of events before my birth or after
my death.

The question thus reduces to the following: if “there is an
x such that ¢x” is not an analytical consequence of one or more
propositions expressing judgments of perception, is there any
significance in the statement “I believe that there is an x such

_that ¢x”?
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Let us take some simple example, such as “my study exists
when no one is in it”. The naive realist interprets this as: “what
I see when in my study exists when I do not see it”. To avoid
the word exist, we can translate this into: “there are events in
~my experience which are simultaneous with what I see when in
my study, but not with my seeing it”. This involves a separation
between seeing and what I see; it also involves the hypothesis
that what I see is causally independent of my seeing. A very
little knowledge of the physics of light and the physiology of
vision suffices to disprove the second of these hypotheses, and for
the first it is hard to find good grounds. The realist is thus driven
to a Ding-an-sich as the cause of his visual percepts, and to the
statement that this Ding-an-sich can exist at times when it is not
causing visual percepts. But we must be able to say something
about this cause, if our assertion is not to be quite empty. The
question is: what is the minimum that will save our assertion
from emptiness ?

Suppose we say: the sensation of red has one sort of cause,
and that of green has another. We are then, when we try to
pass from sensation to physics, attributing hypothetical predi-
cates to hypothetical subjects. Our inference from sensation
depends upon a principle of the following form: “there is a
property ¢ such that, whenever I see red, there is something
having the property ¢”. But this is not neatly enough. To try
to get more precision, let us proceed as follows. Let “the property
¢ has the property f ‘mean’ ¢ is a shade of colour”.

Then I say there is a correlator § between the members of f
and the members of a certain other function F, such that, if,
in my visual field, ¢ has the property fand a has the property ¢,
and if ¢ is the argument to F which is correlated to ¢, then there
is an x such that ¢ has the property F and x has the property .
It is to be understood that here F and S are apparent variables.

Let us state this matter somewhat differently. Let us define
a shade of colour as all the visual places having colour-similarity
to a given visual place and to each other. Thus a shade of colour
is a class, and colqurs are a class of classes, « say. We now assume
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that there is a correlator S between a kind of physical occurrence

(light-waves of suitable frequency) and a colour. I see a patch

of which the colour s a, and I take this as evidence of the exis-

tence of the class whicin S correlates with ¢, which I denote

by “S’a”. That is, I assume that whenever a member of a exists,
a member of S’a exists at roughly the same time. Formally,

this assumption is:

“If « is the class of shades of colour (each shade being defined
as all the parches that are of this shade), then there is a one-one
relation S, whose converse domain is «, and which is such that,
if a is a « and a is an a, there is an x which is roughly simul-
taneous with a and is a member of the class that S correlates
with a.” (1)

Or, to state the same assymption in other words:

“There is a one-one relation S which correlates classes of
physical events with shades of colour, and which is such that,
if a is a shade of colour, whenever a patch whose colour is a
exists, a physical event of the class correlated. with a exists at
roughly the same time.” (2)

The above hypothesis i. only a part of what we must assume
if we are to believe that cats and dogs exist when we are not
seeing them. Credible or not, the h; pothesis is at least intelligible,
since it involves only variables and empirically known terms.
It gives an answer—not the answer—to the question from which
this discussion started, namely: “how do I think of things that
I cannot experience ?”’

It will be remembered that we phrased this question, at first,
somewhat differently, namely: “wiiat is there on the side of
expression corresponding to the indication of something outside
my experience ?”” We seem, however, to have answered a question
somewhat different from this. It now appears that, if the state-
ment “there is a dog”’ is interpreted in the way of naive realism, it
is false, while if it is interpreted in a way that, may be true the
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dog has been transformed into an apparent variable and is no
longer any part of what is expressed by what I say.

Let us revert to (1) on p. 221. Here we may say that x is “indi-
cated” by a; a is a patch of colour that‘we see when we “see a
dog”, while x may belong to the dog himself. Thus, put too
schematically, we may say that when I say “I see a dog”, I
express a and indicate x. But in what I believe, correctly stated,
x is a mere variable, and is not expressed at all. The case is
analogous to that in which we wish to use proper names but are
compelled to use descriptions.

We may say, generally: when I am in a state of believing,
that aspect of the believing which seems to refer to something
else does not really do so, but operates by means of apparent
variables. To take the simplest case: if I am expecting an explosion,
the verbal expression of my belief is ““there will be a noise”. Here
“a noise” is an apparent variable. Similarly if I am recollecting
an occurrence by means of a memory-image, the verbal expression
of my memory-belief is “there was something like this”, whete

-*this” is the memory-image and “something” is an apparent
variable.

We thus arrive at the following results: when the verbal ex-
pression of my belief involves no apparent variable, what is
expressed and what is indicated are identical. When the verbal
expression of my belief involves an existence-statement, say
“there is an x such that ¢x”, this, as it stands, is the expression
of the belief, but the indication is the verifier of the proposition
“¢a’ in virtue of which “there is an x such that éx” is true,
or rather it is what would verify “¢a” if we could assert “¢a”.
We cannot assert it, because a lies outside our experience, and
“g” is not one of the names in our vocabulary. All this involves

the assumption that propositions of the form “there is an x such
that ¢x”” can be known when no proposition of the form “¢a”
is known—e.g. “that dog stole the leg of mutton when I wasn’t
looking”.

To sum up: a sentence in the indicative “expresses” a belief;
it is merely one of an indefinite multitude of acts that can express
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a given belief. If the sentence contains no apparent variable, it
must mention only things now present to the beliéver; in that
case, it is capable of having a peculiar causal relation to these
thmgs which makes it what, in an earlier chapter, we called a

“sentence describing an experience”. If it has’this pecullar rela-
tion, the sentence (and the belief which it expresses) is called
“true”; if not, ““false”. In this case, what the sentence “‘expresses”
and what it “indicates” are identical, unless, being false, it
“indicates” nothing.

But when a sentence goes beyond present experience, it must
involve at least one apparent variable. If, for the moment, we
adhere as closely as logic will permit to the metaphysic of common
sense, we shall say thiat, when I experience a percept q, there is
a one-one relation S between some “thing” and a, the “thing”
being what I should commonly be said to be percetving, E.g. let
a be a canoid patch of colour; then S'a is the dog that I say I
am sceing when I experience a. When I say “this dog is 10
vears old”, I am making a statement about S’a, which involves
apparent variables. If my statement is true, there is a ¢ such that
¢ == §'a; in this case, what I indicate is “c is 10 years old”, or
rather, is what makes this true. '

But this is, as yet, very unsatisfactory. In the first place, the
sentence “‘c js 1¢ years ol'” can never be pronounced, because
the proper name ¢ does not occur in my vocabulary. In the
second place, for the same reasor I can never have a belief
expressible in this sentence. In the third place, we decided that
sentences are nothing but expressions of beliefs. In the fourth
place, I made, above, the hypothesis that the sentence *this dog
is 10 years old” was “true”, and so far we huve not defined the
“truth” of sentences which contain apparcint variables, as this
sentence docs.

We cannot extricate ourselves from this tangle except by con-
sidering what is to be meant by the “verifier” of a belief. A
belief, when it is sufficiently simple, has one or other of various
possible causal relations to a certain other occurrence; this
occurrence is called the “verifier” of the belief, or of any sentence
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expressing the belief. Certain causal relations, by definition, make
the belief “true”; certain others, “false”. But when a belief, by
means of apparent variables, refers to matters outside my expe-
rience, there are certain complications. Let us revert to the illus-
+tration “you are hot”, which avoids irrelevant difficulties. This
may be taken to mean “there is a hotness related to my percept
of your body as, when I am hot, the hotaess of me is related
to my percept of my body”.* When I am hot I can give a proper
name to my hotness; when you are hot, your hotness, to me,
is an hypothetical value of an apparent variable. There are here
two stages. Suppose I represent my percept of my body by a,
my percept of your body by 4, my hotness by 4, the relation
which I perceive between @ and 4 by H, then “you are hot” is
“there is an &', such that 6 B 4",

There is here an hypothetical sentence “4 H #'”, which1 cannot
utter, because I have no name “4’” ih my language. But there
is also, if you are hot, an actual occurrence, which is hypotheti-
cally named by the hypothetical name 4, and this occurrence
is actually so related to 4, that its relation to 4 would be a verifier
of the sentence “b H 4" if I could pronounce this sentence. This
whole state of affairs constitutes the verifier of the sentence “there
is an £’ such that 6H 4", How we come to know all this, if
we know it, I am not inquiring; I am aessuming that I can know
that you are hot, and asking what is the simplest possible account
of such knowledge, supposing it to exist.

We say now that, in the simpler class of cases, what is indicated
by a sentence is its verifier, when the sentence is true, but is
nothing when the sentence is false.

In the case of “you are hot”, I could, if my vocabulary were
sufficient, frame a sentence containing no variable, which would
be verified by the same occurrence that verifies my actual sen-
tence; it is a merely empirical fact that I have not sufficient
proper names for this purpose. In the case of “all men are mortal”
the matter is different; no conceivable vocabulary could express

* This is a simpﬁﬁcation, but one which does no harm in relation to our
present problem. I shall attempt a more accurate theory in the next chapter.
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this without variables. The difference is that one occurrence is

a complete verifier of “you are hot”, whereas many occurrences

are necessary to verify a general statement. From any standpoint

except that of theory of knowledge, “you are hot” may be inter-

preted as “6 H 4'’; it is only theory of knowledge that requiress
the interpretation “there is an 4’ such that 5 H 4",

It will be seen that the relation of a belief or a sentence to what
it indicates, i.e. to its verifier (if any), is often somewhat remote
and causal. Also that, although to “know” a verifier means to
perceive it, we must, unless our knowledge is to be unbelievably
depleted, know the truth of many sentences whose verifiers cannot
be perceived. Such sentences, however, always contain a variable
where the name of the verifier would occur if our perceptive
faculties were sufficiently extensive.

-
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Chapter XVI

TRUTH AND FALSEHOOD

PreLiMiNARY Discussion

From what has been said so far, it would seem that, if our know-
ledge is to be roughly coextensive with what we all think we
know, it must be derived from three sources:

(1) Beliefs (or sentences) having a certain kind of relation to
some occurrence, which in general is non-linguistic.

(2) Principles of logical inference.

(3) Principles of extra-logical inference.

Of these three sources, we have so far been concerned only
with the first. The second we may omit from our consideration,
since it does not raise the problems as to empirical knowledge
which we are attempting to solve. The third raises questions of
very great difficulty, but it cannot be profitably discussed until
the first is disposed of.

We may put the matter as follows: given any empirical sen-
tence which we believe, our reason for believing it may be one
or more other sentences which we already believe, or may be
solely some non-linguistic occurrence having a certain relation
to the sentence believed. In thé latter case, the sentence is a **basic
factual sentence”. In the former case, in which the sentence is
inferred, there must be among the premisses of the inference at
least one basic factual sentence; the other premisses will belong
to classes (2) and (3) above.

In the present chapter, I wish to discuss, not knowledge, but
truth. What I know must be true, but truth is wider than know-
ledge in two respects. First, there are true sentences (if we accept
the law of excluded middle) as to which we have no opinion
whatever; second; there are true sentences which we believe and
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yet do not know, because we have arrived at them from faulty
reasoning. 1 once met a Christadelphian who held, on grounds
derived from the Bodk of Revelation, that there would shortly
be trouble in Egypt. There was. His belief sas true, but not
knowledge.

“True” and “false”, we decided, are predicates, primarily, of
beliefs, and derivatively of sentences. I suggest that “true” is
a wider concept than “verifiable”, and, in fact, cannot be defined
in terms of verifiability.

When an empirical belief is true, it is true in virtue of a certain:
occurrence which I call its “verifier”. I believe that Caesar was
assassinated; the verifier of this belief is the actual event which
happened in the Senate House long ago. My purpose in this
chapter is to consider the relation of beliefs to their verifiers in
various kinds of cases.

Let us begin Ly reconsidering the case in which A says that B
is hot. There is, if this is true, an occurrence experienced by B but
not by A, in virtue of which what A says is true. We interpreted
this assertion by A as meaning: “there is a hotness related to
my percept of B’s body as my hotness, when I am hot, is related
to my percept of my body”. This interpretation, however, ignored
the theory developed in the chapter on proper names, according
to which “hotness” (or at any rate a specific degree of hotness)
is a proper name, not a universal of which there is one instance
in A and another in B. We shall say, if we adhere to this theory,
that “A is hot” (pronounced by A) asserts a relation between a
(which is A’s percept of his own body) and 4, which is hotness.
The relation involved may be called “compresence”. Then “A
is hot” (pronounced by A) means *‘a and 4 are compresent”.
Now if 4 is A’s percept of B’s bedv, b and 4 are compresent
if A is kot, but not if B is hot while A is cold.

Therefore in order to interpret “B is hot” (pronounced by A),
A must somehow describe B’s body, or B’s percept of B’s body,
as opposed to A’s percept of B’s body. How is A to describe
B’s percept of B’s body? He supposes it ratffer similar to his
own percept of B’s body, but with differences of perspective.
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Places in vispal space, according to our present theory, are quali-
ties, just as colours are; therefore the total of places in A’s visual
space (apart from different excellence of vision) is identical with,
not merely similar. to, the total of places in B’s visual space. But
-we know empirically from perspective that the direction in which
A sees B’s body is different from that in which B sees it. Hence
the two complexes consisting of A’s and B’s percepts of B’s body
are different, both owing to differences of direction and owing
to the differences of shape resulting from perspective. Thus when
A says “B is hot”, he will have to describe B’s percept of B’s
body (by means of the laws of perspective) and say that this is
compresent with hotness.

Let us consider the following stages away from present
experience:

(1) Tam hot.

(2) I was hot.

(3) You are hot.
(4) The sun is hot.

When I judge (1), I am “aware” of a circumstance, which is
the “verifier” of my judgment. When I judge (2), I am perhaps
also “aware” of the verifier, though in a different sense. When
I judge (3), I am not “aware” of the verifier; still less when I
judge (4). In (3), “hot” still means the quality I know from my
own experience; in (4), it means an unknown cause of this
quality, or, alternatively, the habitual coexistence of this quality
with certain visual qualities.

For the present, let us take “awareness” as an undefined term.
The conception involved is the same as when 1 say that my
hotness is part of my experience, but your hotness is not. Aware-
ness, which we will denote by “A”, is a relation which may hold
between two events in one person’s experience; it is to be under-
stood as including memory. In terms of A, we can define the
person (if any) to whose biography a given event belongs. We
do this by means of “the R-family of x”, defined in Principia
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Mathematica *96. This may be explained in popular language,
designed to be intelligible to philosophers, as follows.

If “P” means “parenthood”, the P-family of x is x’s ancestors
and descendants, and brothers and sisters, and cousins in any
degree, and cousins of cousins, and himself—provided he ha¢
parents or children. But if x is something having no parents or
children, then the P-family of x is not to include x, but to be
the null class. In general, if R is any relation, let “S” be “R or
irs converse”. If x does not have the relation S to anything, the
R-family of x is to be null; but if x has the relation S to anything,
say y, let us call the journey from x to y an “S-step”. Then the
R-family of x consists of x together with all the terms that can
be reached from x by a finite number of S-steps. Thus if “P”
is parent, the P-family of a person x is everything that is a parent
or child of a parent or child of . . . of x.

Applying the above to “awareness”, denoted by “A”, we may
take awareness to consist of noticing or remembering. Thus if
x is an event in some person’s biography, x’s nearest relatives
with respect to A will be events noticed or remembered by x
and events which notice or remember x. If y.is one of these,
events noticed or remembered by y and events which notice or
remember y will be relations of x in the second degree; and so
on through any finite number of generations. I shall call an event
“personal” if it is aware of something or something is aware
of it, i.e. if it belongs to the field of A. Thus if an event
is personal its A-family contains the event itself and other
terms, but if an event is not personal its A-family is the null
class.

We may now define “the person of x”, or “the person to
whom the event x belongs”, as “the A-family of x”’. We may
define “persons” as “all A-families except the null class”. (An
idealist will not have to make this exception, since he will hold
that every event is the object or subject of an awareness.) We
can define “I” as “the awareness-family of this”. On grounds
which are empirical, and which have appeared”in the course of
our discussion, there is reason to believe that no two families
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ever have a common member, i.e. that there is nothing of which
two different persons can be aware.

Thus “I am hot” means “hotness is a thember of the aware-
ness-family of this, and is compresent with this”. The latter clause
is necessary to justify the present tense “am” instead of “was,
am, or shall be”. The latter clause alone may sometimes be taken
as what is meant by “I am hot”.

In order to understand “you are hot”, we must understand
“you”. What is ”you”? I suppose that I am seeing you (as is
said). In that case “you” is related to an event in me, viz. the
visual appearance of your body to me. This has a causal and also
a perspective relation to an event in you, viz. the visual appearance
of your body to you. The visual appearance of a human body
to the person to whom it helongs has certain characteristic dif-
ferences from its visual appearance to others——for example, it
can contain neither eyes nor back, and the nose (if made to appear
by closing one eye) looks more vast and portentous than to any
one else. We can thus define two classes, one consisting of visual
appearances of bodies to their owners, the other of visual appear-
ances related by the laws of perspective to what I see when I
“see you”. (I am throughout assuming physics.) These two
classes have only one common member, which is the appearance
of your body to you. If we call this “y”, then “you” may be
defined as “the awareness-family of .

Thus if y is that visual appearance which (a) is related by the
laws of perspective to what I see when I “see you”, (4) has the
characteristics which define a body viewed by its owner, then
“you are hot” means “you are the awareness-family of y, and
hotness is compresent with y”’.

Of course if you are blind, or in the dark, or with your eyes
shut, this definition will need to be modified. But the necessary
modification offers no difficulty of principle, and is therefore
uninteresting.

I have been assuming the theory of qualities developed in the
discussion of pr8per names in Chapter VI, according to which

there are not “instances” of hotness (or at any rate of a given
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degree of hotness), but complexes of which hotness.is an element.
Space-time, on this view, depends upon qualities which are
empirically unique, Such as those used in defining latitude and
longitude, and the complex “hotness compresent with such-and-
such a quality, or collection of qualities™ takes the place of “hot-
ness in such-and-such a place”. This makes little difference after
the definitions have been given.

We come now to “the sun is hot”. This may be interpreted
in two ways. It may mean only “seeing-the-sun is usually com-
present with feeling hot”; this is a generalization from expe-
rience. Or it may mean, as in physics: “experiences of a certain
sort, called sensations, have causes that are not in the experiencer;
experiences of hotness have causes which all have a certain
character called Aeatr; the causal chains that start backwards from
the experiences called seeing-the-sun meet in a certain region, and
in this region there is heat”. We are not concerned to choose
between these two intrepretations, but only to consider both.

As regards the complexes which, on my view, take the place
of “instances” of hotness, 1 should use the relation “com-
presence”. This relation subsists between any two things that
1 simultaneously experience, e.g. the sound of a piano and the
sight of the piano player. Eut I suppose that it also holds between
any two physical events which overlap in space-time. I now form
a group of events all compresem with each cther and not all
compresent with anything outside the group; this I call a “place”
(or perhaps a “point™) in space-time. I assume the usual rules
about places, but only as empirical generalizations—e.g. no place
is earlier than itself, or to the left of itself, etc. Then an “instance”
of hotness is any place of which hotness is a member.

Starting from “this”, we can define “1”, “here”, “now”, etc.,
as was cone in the chapter on egocentric parnculars.

Let vs now return to the question of “verifiers”. If I say “I
am hot”, the verifier is an event of which I am aware, namely
hotness-here-now. But if I say “you are hot”, the verifier is
hotness-there-now, of which I am not aware. This verifier cannot
be any part of my reasons for believing that you are hot; these
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reasons must be derived from my expencnoes and prejudices.
(Prejudice = synthetic @ priori.) My reasons, in fact, must be
derived from me.

When I say “the sun is hot”, interpreted as in physics, I travel
further from experience, since “hot” now means, not “hotness”,
which I have experienced, but “cause of hotness”, which I have
not experienced. The verifier of “the sun is hot” is not only
unknown, like that of “you are hot”, but unimaginable. My
grounds for believing “the sun is hot” (interpreted as in physics)
are thus even more remote from the verifier.

The “verifier” is defined as that occurrence in virtue of which
my assertion is true (or false).

Formally, whenever an assertion goes beyond my experience,
the situation is this: inference leads me to “there is an x such
that ¢x”, and this, if true, is true in virtue of an occurrence
which would be asserted by “¢a”. But I know no such occur-
rence.

When 1 say “I am hot”, I am aware of the verifier, which is
my hotness. When I say “you are hot” or “the sun is hot”, I
am not aware of the verifer.

In the case of “I am hot”, there is a simple kind of corre-
spondence between the statement and the verifier. In this case,
the correspondence-theory of truth holds simpliciter. This case
covets all the factual premisses of empirical knowledge. It does
not cover the premisses used in inferring, e.g. induction.

In all other empirical assertions, such as “you are hot”, the
correspondence on which truth depends is more complex. The
assertion is of the form “there is an x such that ¢x”, and the
“fact” is.that which, for a suitable @, would be asserted by “¢a”.
But we cannot make the assertion “¢a” because we are not
aware of a.

A great deal of metaphysics is involved in the belief that I can
make assertions, such as “you are hot”, which go beyond my
experience. I cannot imagine any way of discovering whether
the metaphysics In question is true or false, but I think it is
worthwhile to state the assumptions involved.
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We have spoken of the assumptions as “causal,” but without
investigating what we mean by this word, which, I am convinced,
is capable of an important diversity of meanings. Let us consider
various cases.

First: A and B have been frequently conjoined in experience,
therefore when I see A 1 expect B. This raises the problem of
induction, but not our present problem, which is that of trans-
cending my experience.

Second: consider what makes me think that you have expe-
riences that I do not have. The argument is obviously analogical,
but is hard to state precisely. Suppose, e.g., you say “I am hot”,
and 1 infer that you are hot. When I am hot, I say “I am hot”,
and hear cemtain sounds (made by myself). I hear similar sounds
when I am not speaking and not hgt. I infer that they have a
cause or antecedent similar to that which they have when I make
them. ‘

The argument, formally, is as follows. In a large class of cases,
I know that events of kind B are preceded by events of kind A;
in another large class of cases, I do not know whether this is
the case or not. In the absence of evidence to the contrary, 1
assume that it is the case. This is still induction, but it differs
from the previous kind by the fact that there can be no evidence
for or against it, except the indirect evidence that, accepted as
a scientific hypothesis, it leads to n-» untoward consequences.

The above is the argument for th2 existence of other “minds”.
It remains to examine the argument for the physical world.

The simplest form of the argument for the physical world is
the argument that “things” exist when I do not see them—or
rather, to avoid Berkeley, when no one sees them. Suppose, for
example, that I keep my cheque-book in a drawer, so that it
affects no one’s senses except when the drawer is open. Why
do I believe that it is there when the drawer is shut, and even
when no one sees the drawer?

Some: philosophers might argue that, when I say “the book
is in the drawer”, I only mean “if one opens the drawer he will
see it"-—where “opening the drawer’” must be-interpreted as an
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experience, not as something done to a permanent drawer. This
view, right or wrong, is one which would only occur to a philo-
sopher, and is not the one I wish to discuss. What I wish to
discuss is the view that something—which may be called the book
s—is occurring when no one sees it. I do not wish to discuss
whether the view is true, but what kind of influence is involved
in supposing it true.

Unsophisticated common sense supposes that the book, just
as it appears when seen, is there all the time. This we know to
be false. The book which can exist unseen must, if it exists, be
the sort of thing that physics says it is, which is quite unlike
what we see. What we more or less know is that, if we fulfil
certain conditions, we shall see the book. We believe that the
causes of this experience lie only partly within ourselves; the
causes external to ourselves are what lead us to belief in the book.
This requires belief in a kind of cause which completely and
essentially transcends experience. What is the argument in favour
of causes of this kind ?

The belief from which we most naturally arrive at matter is,
I think, the belief that in sensation we are passive. We experience
sights and sounds, broadly speaking, involuntarily. Now the

tion of ‘“‘cause”—however loath we may be to admit this
fact—is derived from the conception of “will”. Since we do not
will what we see and hear, the cause of what we see and hear
must, it is felt, be external to us. This is an argument which only
has to be stated in order to be rejected. Is there any better argu-
ment for the physical world?

The only remaining argument, so far as I can see, is that the
hypothesis of the physical world simplifies the statement of causal
laws—not only of those that cannot be verified, but also of those
that can. Of course there can be no argument against the physical
world, since experience will be the same whether it exists or not.
Therefore it is justified as a working hypothesis. But more than
this cannot be claimed on the ground of simplicity.

This concludes the discussion of the relation between a singular
belief and the fact in virtue of which it is true (or false). It will
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be seen that this fact is often quite remote from the grounds upon
which we entertain the belief, and that the belief may be (in some
sense) knowledge evén when the fact is quite unknowable.

The relation between belief and fact is even more remote in
the case of general beliefs, such as “all men are mortal”. Heré
there is not a single verifier, but an indefinite multitude, though
there could be a single “falsifier”. We have not yet considered
what is expressed by such beliefs as “all men are mortal”, but
it is clear that there can be only a very remote correspondence
between what is expressed and the multitude of verifiers. For
the moment, I do not propose to discuss this problem; I mention
it only in order to point out how much still remains to be
considered.
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Chapter XVII1,

TRUTH AND EXPERIENCE

My purpose in this chapter is to consider the relation between
truth and experience, or, what comes to the same thing, between
truth and knowledge. The most important question in this con-
nection is whether “truth” is a wider concept than “knowledge”,
and whether a proposition which is theoretically incapable of
being proved or disproved,or rendered probable or improbable,
by means of our experience, is nevertheless true or false. But a
good many preliminaries are necessary before we can discuss
this question.

“Truth”, we have agreed, is a property primarily of beliefs,
derivatively of sentences. Some beliefs can be “expressed” by
sentences containing no variables—e.g. “I am hot”. Beliefs
which transcend the experience of the believer—e.g. “you are
hot”—always involve variables in their expression. But some
beliefs whose expression involves variables do not transcend
experience, and among these some are basic. This is most evident
in the case of memory—e.g. “that book is somewhere in my
shelves”. This can be replaced, after search, by “that book is
here”, but in such a case as “you are hot” this is impossible. If
I believe “something has the property f” but know no proposi-
tion “a has the property £, I naturally suppose that, given some
experience which I have not had, there would be a proposition
of the latter sort describing this experience. There seems to be
here an unconscious assumption that experience is purely con-
templative, so that an event which I have not experienced might
have remained unaltered if I had experienced it.

The question of truth which transcends experience may be
put as follows: suppose a;, ay, . . . @, are all the names in my
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vocabulary, and that I have named everything I' can name.
Suppose fa,, fa,, . . . fa, are all false, is it nevertheless possible
that “there is an x for which fx” should be true ? Or, alternatively,
can I infer “fx is false whatever x may be”?

We cannot discuss this question without first defining what i¢
meant by the “truth” of “there is an x for which fx”. Such a
proposition is called an “existence-proposition”.

It is impossible to define “truth” for existence-propositions
except in terms of basic existence-propositions. Any other
definition will use existence-propositions. For example, in the
above instance, “consider there is a person, other than myself,
whose vocabulary contains some name 4 which mine does not
contain, and which is such that, for him, f4 is a judgment of
perception”. This is only a new and more complicated existence-
proposition, even if, like Berkeley, we replace the hypothetical
person by God.

It seems, therefore, that we must enumerate basic existence-
propositions, and define “true” existence-propositions as those
deducible from these. But this leaves the question: “in what sense
are the basic existence-propositions true? It.seems we shall
have to say they are “experienced”. For instance, when some one
knocks on the door and you say “who’s there?” you know
“some one is there” and yuu wish to know a proposition of the
form “a is there”. ‘

Suppose we assert “there is an x such that fx”’ when, for
every name we know, “fa” is false. We cannot, in this case, get
a linguistic statement without a variable. We cannot say: “there
is a name ‘e’ such that {fa’ is true”, for this merely substitutes
the name as variable, and is less likely to be true than the ori-
ginal statement. If T believe, for instance, that there are occurrences
in the physical world which no one perceives, these occurrences
must be nameless; the translation which substitutes a hypo-
thetical name will therefore be false, even if the original belief
was true.

It is clear that, unless our knowledge is. Yery much more
limited than there seems any reason to suppose, there must be
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basic existence-propositions, and that, in regard to some of these,
every instance “fa” that we can give is false. The simplest
example is “there are occurrences whick I do not perceive”.
I cannot in language express what makes such statements true,
without introducing variables; the “fact” which is the verifier
is unmentionable.

Nevertheless, if “there is an x such that fx” is true, it is true
because of some occurrence, although, in the case supposed, we
do not experience this occurrence. This occurrence may still be
called the “verifier”. There is no reason to suppose the relation
of “there is an x such that fx” to the verifier to be different
when the verifier is not experienced from what it is when the
verifier is experienced.* When the verifier is experienced, the
knowledge-process is diffegent, but that is another matter. When
I experience an occurrence, it enables me to know one or more
sentences of the form “fa”, from which I can deduce “there is
an x such that fx”. This new sentence has a different relation to
the occurrence from that which “f¢” has; the relation of ““ fa”
to the occurrence is only possible when a is experienced. But this
is a linguistic fact. The relation of “there is an x such that fx”
to the occurrence, unlike that of “fa”’; does not demand that the
verifier should be experienced. And the relation may be just the
same when the occurrence is not experienced as when it is.

If I am asked “what occurrence makes ‘there is an x such that
[ true?”’ I can answer by a description which involves existence-
propositions, but I cannot answer by naming the occurrence.
When I can name such an occurrence, I do more than is necessary
for the truth of “there is an x such that fx”, since an indefinite
multitude of other occurrences would do equally weil. If T say
“there is at least one man in Los Angeles”, any man in Los
Angeles will do equally well as a verifier. But when I say “there
are invisible parts of the moon’s surface”, I am not acquainted
with any verifier.

-If there are basic existence-propositions, as we seem driven to
conclude, their relation to perception must be very different

* This subject will be considered further at the end of this chapter.
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from that of judgments of perception. In the case of memory,
e.g. “that book is somewhere in my shelves”, there was once a
judgment of percepsion. It would be possible, though I do not
think it would be right; to argue that, at the, time of perception,
I inferred the existence-proposition, and now remember .
This would make the existence-proposition not basic. But there
are other cases that are more stubborn.

Take events perceived by no one. I do not want to assert
positively that we know of such events, but to inquite what is
involved in supposing that we do. To make the matter concrete,
let us imagine that I am walking just outside my house when a
tile hits me on the head. I look up, and sec the place on the roof
from which it has apparently fallen. I am quite persuaded that it
existed before it hit me. What is invplved in this persuasion?

It is customary 1o appeal to causation, and tosay that from
perceived facts I infer unperceived facts. Obviously it is on
occasion of perceived facts that T believe in unperceived facts,
but I do not think this is an inference. Before we see the tile we
say ‘“‘something hit me”, and this judgment is just as immediate
as a judgment of perception. It would be possible, therefore,
instead of a general principle of causal inference, to substitute a
number of basic existence-propositions, each as immediate as
perceptive propositions. I om these, causation would be derived
inductively.

This point is not very important On the usual view, we know
a judgment of perception p, and aso “'p implies that there is an
x such that fx”; on the view I am suggesting, when we know p
we know that there is an x such that fx. The difference between
the two views is negligible.

There is no reason why basic empirical knowledge should not
be of the form “there is an x such that fx”. To know this is less
than to know “fa”. If a has the property f, it may cause me to
know “there is an x such that fx” without causing me to know
“fa”. In “you are hot”, f is known; this therefore illustrates the
above. In purely physical statements, such as *“sound is composed
of air-waves”, the “f” involved is not very obvious. To interpret
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such statements, we must take theoretical physics in its (at present)
most advanced form. Where does this touch experience ?

(1) Physical events have a space-time order correlated (not
very exactly) with that of percepts. (2) Certain trains of physical
events are causal antecedents of certain percepts. We may hence
conclude () that time is the same in the physical as in the psy-
chological world; () that compresence (which we know as a
relation between any two parts of one experience) also exists in
the physical world; (c) that if I have two qualitatively different
experiences, their causes have differences which in some way
correspond. This gives the experienced elements in physical
propositions.

In any significant sentence, the constants must all be derived
from experience. Space-time order in physics, for example, is
derived from space-time order among percepts. If we see two
stars close together, and the polar coordinates of the stars in
physical space, with ourselves as origin, are (r, 0, ¢), (-, ¢, ¢'),
6 and 0, $ and ¢’ will be respectively very nearly equal, and will
be very nearly identical in magnitude with the angular co-
ordinates of the visual stars in our visual space. (I say “very
nearly” because light does not travel strictly in straight lines.)

In pure logic there are sentences containing no constants. These,
if true, are true without any relation to experience. But such
sentences, if knowable, are tautologies, and the meaning of
“truth” as applied to tautologies is different from its meaning
as applied to empirical sentences. I am not concerned with the
kind of truth belonging to tautologies, and shall therefore say
no more on this subject.

So far we have been considering what “there is an x such that
f*” indicates; let us now consider what it expresses.

We agreed that “p or 4" expresses a state in which there is
hesitation. Sometimes this is true of “there is an x such that fx”,
but (I think) not always. If you find a man dead of a bullet wound,
you judge that somebody shot him, and if you are a good citizen
you desire to replace the variable by a constant; in this case, there
is doubt, as in the case of “p or ¢”. But sometimes you are quite
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content with “there is an x such that fx”; and have no wish to
replace it by “fa”. Exannmng footprints i m the jungle, you may
say “‘a tiger has been dere”; in this case, unless you are engaged
in a tiger hunt, you have no wish to replace the variable by a
perceived constant. Or suppose I say “London has 7,000,009
inhabitants”, I shall certainly not wish to replace this by “the
inhabitants of London are A and Band Cand . . .” to 7,000,000
terms. The interesting question is: what is expressed, in such a
case, by the sentence in which the variable occurs?

Suppose some one says to me “I saw a fox in the street”, and
suppose I believe him. What does this involve as to my state of
mind? I may have an image of a fox, more or less vague, and
think “he saw that”. This assumes that the image occurs as repre-
sentative, since I do not think that he saw my image. Images, in
fact, act as symbols, just as words do. Images are*usually suffi-
ciently vague to be capable of “meaning” any member of a rather
ill-defined class of possible or actual percepts. Such an image of
a fox as I personally can form would fit any ordinary fox. It
serves, therefore, almost exactly the same purpose as is served
by the word “fox”. Let us, then, suppose that the words which
I hear act upon me without the intermediary of images. When I
hear “I saw a fox™, certain kinds of action may result; what these
are will depend upon wheher I am engaged in fox-hunting or
not. But we may say, broadly speaking, that different foxes call
for very nearly the same actions. "herefore the heard words “I
saw a fox” are causally sufficient. We may put the matter as
follows: let Fy, F,, F; . . . be different foxes, and suppose that
seeing F, calls out the reaction A,, F; calls out A,, and so on.
A,, A,, etc., are all complex actions; there may be a part A
which they all have in common. This common part (with obvious
limitations) may be called out by the word “fox”. When I hear
the words “there’s a fox”, I understand them if they call forth
the reaction A. (This is unduly simplified, but not in ways
relevant to our problem.)

This makes it clear that, as regards whas is expressed, the
function of variables is exactly that of general, words. If we take
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a pragmauc view of “meaning”, and define it in terms of the
acts (or i mcxpxent acts) to which it gives rise, then “there is an x
such that fx” expresses that partial act avhich is common to
“fa’, “f&, “fc”, etc. What is expressed by “there is an x
Such that fx” is therefore something smaller and simpler than
what is expressed by “fa”; moreover, it is a parz of what is
expressed by “fa”, so that whoever believe= “fa” in fact believes
“there is an x such that fx”

(The situation is a little more complicated when a man has
verbal knowledge which he does not know how to translate into
perceptual terms. Most men know that rattlesnakes are dangerous,
even if they cannot recognize one when they see it. In that case,
a percept which is, in fact, of a rattlesnake, will not produce the
appropriate reaction until some one says “that is a rattlesnake”.
In such a case the general word is mure potent than the instances
to which it is applicable. This only means, however, that, in the
case supposed, a man’s verbal experience has outrun the ex-
perience of the things meant by words.)

The above theory has a bearing on the theory of analytic
inference. An inference is defined as analytic when the conclusion
is part of the premisses. According to what we have been saying,
belief in the conclusion is also part of delief in the premisses:
whoever belicves “fa” is also believing ““there is an x such that
f=". Our theory of bchet does not require that a belief should
be expressed in words; therefore it is not surprising if, when a
man has one belief which he expresses in words, he also has
others, logically connected with it, which he may not express
in words, and may not even know that he has.

We must now endeavour to reach more precision as regards
the relation of a belief to its verifier when the verifier is not
experienced. We said above that there is no reason to suppose
the relation of “there is an x such that fx” to its verifier to be
different when the verifier is not experienced from what it is
when the verifier is experienced. We have now to examine and
amplify this stateent.

In the first place, an existence-proposition has, in general,
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many verifiers, not one only; fa, fb fc.. . if true, are
statements which are true in virtue of different verifiers, each of
which is a verifier of “there is an x such that fx”.

In the second place,'when no verifier is experienced there is
no sentence “fa” corresponding to an occurrence which verifies
“there is an x such that fx”; this is merely because, ex Iz_ypo-
thesi, there is no such name as a. When “fa” expresses a judg-
ment of perception, we can distinguish two steps: first, from the
percept to the sentence “fa”; second, from the sentence “fa
to the sentence “there is an x such that fx”. There are not
these two steps in the case supposed. It may be that “there is an
x such that £x” is a basic proposition; it may be that it is a pro-
position which is true but cannot be known. These cases must
be treated separately.

Take first the case in which “there is an x such that f+” is a
basic proposition. Is there any reason why this should not itself
express a fact of experience, just as “‘f'e” may? The word “ex-
perience” is somewhat vague; perhaps it can only be defined
in terms of basic propositions. A coroner’s Court may decide
that A was killed by B, or that he was killed by some person or
persons unknown. The latter conclusion is based upon a number
of propositions either proved in Court or generally accepted;
among these, it is logical! necessarv that there should be at least
one existence-proposition. In practice, the process is more or
less as follows: we have judgm nts of perception, “this is a
bullet”, “this is in the brain’’, and . general proposition “bullets
in brains imply the firing of guns™. This last is nor a basic pro-
position, but an inductive generalization. An inductive generaliza-
tion is of the following form: “whatever 2 may be, fx implies
that there is a y such that gy”. The cbsvived premisses of this
generalization are of the form: fu.ga', fé.gb',fc.gc’, etc,
where a, a', b, ¥, ¢, ¢’ are respectively simultaneous. In a new
case we find fd, but we do not find any &' such that g '; we,
however, infer “there is a simultancous y such that g y”.

There is here a distinction between induciive inference in
logic and inductive inference s an animal habit. In logic, we

243



AN INQUIRY INTO MEANING AND TRUTH

proceed, via the inductive principle, from fa.gd’, fb.g¥,
fe.gc, etc., to “whatever x may be, fx implies that there is a
simultaneous y such that g y”. We then-add-the observed premiss
fd, and conclude that in this case there is a y such that g y. But
induction as an animal habit proceeds quite differently. The
animal experiences fa.gad’, fb.gd', fc.gc'...and fd.
On occasion of experiencing fd, he believes “there is now a y
such that gy”, but he is unaware of the causes of his belief.
When, in the course of evolution, he becomes an inductive
logician, he notices the causes and says they are grounds. Since
they are not, he might just as reasonably accept “there is now a
y such that gy” as a basic proposition; it is simpler than the
inductive principle, and also more likely to be true. In this
respect, therefore, the animal is to be preferred to the logician.
This is a vindication of Hume.

However this may be, we must, I think, concede that there are
existence-propositions that are basic. They have a correspondence
with fact, though this is not of quite the same kind as in the case
of propositions not containing variables. If “fa” is a basic pro-
position, the fact corresponding to it is its cause. Now the belief
“there is an x such that fx” is part of the belief “fa”, when
the latter belief exists; when it does not, the fact has had only
part of the effect required to produce the belief “fa”, namely
that part which produces the belief “there is an x such
that fx”. The reason may be merely that the causal chain
from fact to belief is longer than when the fact causes the
belief “fa”.

The correspondence of truth and fact, here, is still causal, and
of the kind connected with “meaning’ or “significance”.

We now have to ask ourselves: is there a sense in which a
proposmon may be true although it cannot be kiiown? Take,
say, “in the invisible part of the moon there is a monntam of
which the height is between 6,000 and 7,000 metres”. Common
sense would say unhesitatingly that this proposition is either
true or false, but many philosophers have theories of truth which
make this doubtful,
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Let us call our proposition S. The question is: what, if any-
thing, can be meant by the sentence: “S is true” ?

'We may say that Sds probable, because there are such mountains
on the part of the moon that we can see. But probability is a
different concept from truth, and I see no reason why what ig
probable should be either true or false, unless we can define
truth independently of probability.

We cannot say that S is not significant, for it is correctly con-
structed out of terms of which we know the meaning. This is
obvious, since, if we substitute “visible” for “invisible”, the
sentence becomes one asserted by astronomers; and “invisible”
means “not visible” and no sentence is deprived of significance
by the insertion of the word “not”.

Common sense imagines travelling round the moon (which
is only tecknically impossible), and holds that, if We did so, we
should either see or not see the mountains in question. It is
because of imagining itself a spectator that it is so sure of S
being significant. The astronomer may say: mountains on the
further side of the moon would have gravitational effects, and
might therefore conceivably be inferred. In both these cases, we
are arguing as to what would happen in the event of a hypothesis
which has not been verified in our experience. The principle
involved is, in each casc “in the absence of evidence to the
contrary, we shall assume the unobserved portions of the uni-
verse to obey the same laws as :he observed portions”. But
unless we have an independent aefinition of truth concerning
what is unobserved, this principle will be a mere definition, and
the “unobserved portions” will be only a technical device, so
long as they remain unobserved. The principle only says some-
thing substantial if it means “what I shall observe will be found
to resemble what I have observed”, or, alternatively, if I can
define “truth” independently of observation.

On what may be called the realist view of truth, there are
“facts”, and there are sentences related to these facts in ways which
make the sentences true or false, quite independently of any way
of deciding the alternative. The difficulty is to.define the relation
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which constitutes truth if this view is adopted. The question is
serious, since, as we have seen, it is not only such things as the
further side of the moon that are unobserved, but also cats and
dogs and human beings other than oursélves.

. A sentence which is true in virtue of an unobserved fact must
contain at least one variable. The sentence “there are men in
Semipalatinsk™ is true in virtue of particular facts, but as I do
not know the name of any inhabitant of that regjon, I cannot
adduce any of these facts. Each of these facts, however, has a
determinate relation to my sentence, and each has the same
relation to it. I do not think there is any real difficulty; the
apparent difficulty is due to the trivial circumstance that what has
no name cannot be mentioned. I conclude, therefore, that sen-
tences containing variables may be true in virtue of a relation to
one or more unobserved facts, and that the relation is the same
as that which makes similar sentences true when they concern
observed facts, e.g. “there are men in Los Angeles”. Unobserved
facts can be spoken of in general terms, but not with the par-
ticularity that is possible where observed facts are concerned.
And there is no reason why “truth” should not be a wider
conception than “knowledge”
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GENERAL BELIEFS

We have been concerned hitherto with beliefs as to particular
matters of fact, when these result as directly as possible from
perception; we have considered also, though less fully, beliefs in
the verbal expression of which the word “‘some” occurs, which
we found important, especially, in connection with memory.
‘We have now to consider beliefs in the verbal expression of which
either the word “all” or the word “none” occurs’ As hitherto,
I shall confine myself to extra-logical beliefs.

There is, in ali such inquiries, a combination of logic and
psychology. Logic shows us the goal we have to reach, but psy-
chology must show us how to reach it. Our psychology of belief,
while it must be able, at its conclusion, to embrace the refined
abstractions of the logician, must, at its outset, be applicable
to animals and young children, and must show logical categories
as a natural development 0.:t of animal habits. In this we are very
much helped by our decision that belief is essentially pre-linguistic,
and that, when we express a belie.” in words, we.have already
taken the most difficult of the steps that lead from the animal to
the logician.

The psychology to be offered in this chapter, as in previous
chapters, is more or less schematic, and is not asserted to be
correct in detail. What is asserted is that something of the general
kind' that is suggested is necessary m: order to pass from animal
habits to what logic demands. Accuracy as to the detail is matter
for the psychologist, and must depend upon investigations some-
what remote from theory of knowledge. So far as psychology is
concerned, I am content if I can persuade the psychologist of
the nature and importance of the ‘problems that.I indicate.
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General beliefs—by whxch I mean such as, in their verbal
expression, involve “all” or “none” or some synonym—have
their pre-intellectual origin in habits of a certain kind. In those
who possess language, such habits may be purely verbal. The
word “primrose” may suggest the word “yellow”; the word
“Apostles” may suggest the word “twelve”. Scholastic education
produces a mass of knowledge of this sort, which may be almost
wholly unrelated to what the sentences employed signify. We,
however, are in search of something pre-linguistic, and must
therefore, to begin with, ignore habits concerned with words.

Consider the behaviour of a dog. When he sees his master
put on a hat, he expects to be taken for a walk, and shows his
expectations by leaps and barks. A certain smell suggests rabbit;
so does a rabbit-hole, or any place where he has frequently found
rabbits. The smell of a female on heat will stimulate incredible
exertions. I am told that horses are terrified by the smell of a
bear-skin even if they have never seen a bear. The above kinds
of behaviour are partly instinctive, partly the result of experience.
The smell of a rabbit or a female has an instinctive effect, but the
master’s hat has an effect generated by previous occurrences. In
both kinds of cases alike, if the dog were miraculously endowed
with language and the mental habits of a philosopher, he would
be led to enunciate a general proposition. He would say “where-
ever there is this smell, there is something edible”, and “my
master’s putting on his hat is an invariable antecedent of his
going out”. If you asked him how he knew this, he would say,
in the latter case, that he had observed it, and in the former, that
it was a synthetic a priori intuition. He does not say this, because
he cannot talk; but we say very similar things in very similar
circumstances.

Let us consider some rather easy general propositions, such as

“any neighbourhood that contains a smell of a certain sort also
contains bacon”. Let “fx mean “there is a certain kind of smell
in the neighbourhood x”, and let “gx” mean “there is bacon
in the neighbourhood ", Whenever we eat bacon, we ex-
perience both fxand gx, and When we experience fx alone we
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sually find that, by a suitable effort, we can arrive, at also ex-
periencing gx. This state of affairs in time generates a habit of
believing gx whenever we believe fx. So far, however, we are
not believing any generdl proposition. The psychologist who
observes us can arrive at a general proposition: ‘“whenever
Mr. So-and-so believes fx, he also believes gx.” But this is not
the general proposition we want, which is “whenever fx is
true, gx is also true”. For Mr. So-and-so, however, this latter
general proposition results from his observation, exactly as the
psychological proposition results from the observation of the
psychologist. Whatever is to be said for or against the one general
proposition is to be said equally for or against the other.

Let us try to consider in more detail the proposition ‘when-
ever there is fx there is gx”. Considgr, first, the various values
of the function f, say fa, fb, fc, . . . Each "of these is a pro-
position which can be Believed: fa, for instance, says “the
neighbourhood ¢ has a certain smell (that of bacon)”. The
smell is strictly a class of smells, since two pieces of bacon do not
smell exactly alike. Let us call the class of smells in question o,
and the class of bits of bacon B. Or, to avoid the assumptions of
physicalism, let B be the class of visual perceptions called “seeing
bacon”. We may somewhat alter our original proposition so as
to simplify our discussion; we can take it as saying “whenever
I smell bacon, I see it then or sopn afterwards”. To make this
precise, let us fix on a time-interval - which we consider short—
say five minutes. Then our statement becomes: “whenever a
member of the class o occurs, there is a slightly later member of
the class B, such that the time-interval from o to B is less than
¢, where ¢ is a given constant time-interval. This is rather com-
plicated; let us see whether anything simpler is possible.

When I begin my reflections, I observe that, on certain specific
occasions, I have experienced fa and expected ga, experienced
f&and expected gb, etc. I observe also that my expectations have
not been dxsappomted The time ¢ which appeared in our previous
statement is now replaced by the time taken for an expectation to
be disappointed. This of course varies with the character of the
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expectation, and, in our case, with the intensity of the smell. It
will be remembered that we distinguished expecting, like re-
collecting, as a species of belief: e.g. the proposition “there is a
loud bang at time ¢” may be expectéd before ¢, perceptively
dudged at z, and recollected after 2. The tense of the verb—
“will be”, “is”, “was”—expresses the difference of bodily state
in the believer, according as he expects, perceives, or recollects.
Tense applies primarily only to matters within my perceptive
experience, and expresses the species of belief involved, not a
character of what the belief “indicates”. If we want to say, in a
Spinozistically timeless manner, “Caesar is murdered on the
Ides of March”, we have to invent a special language and use “is”
in a sense different from that which it ordinarily bears.

Let us now return to our bacon. The person or animal who or
which, whenever he or she or it experiences a member of o,
expects a member of 8, has not begun to believe a general pro-
position, though his, her, or its behaviour in the presence of a
member of o is what it would be if he, she, or it were believing a
general proposition. The difference of behaviour between the
above and the belief in a general proposition arises when no
member of o is present. If I believe “where there is a ¢ there is a
B”, and if I desire a B, I may be led to search for a o; this is
exemplified by a geologist prospecting for gold, who will search
only where there are certain obvious indications of the likelihood
of gold. The geologist requires the explicit general proposition
as a guide to action. It is the explicit general proposition that
concerns us in this chapter, but we shall understand it better
by considering its animal ancestry.

When I believe a proposition about the future, it may or may
not involve the physical state called “expectation”, just as a
belief about the past may or may not involve recollection. If I
think “some day the sun will grow cold”, I have no state of
expectation; if, having seen lightning, I think “there is going to
be thunder”, I have a state of expectation. Expectation, as a
physical state, is only possible as regards experiences in the
immediate future. In what follows I use “expectation” as the
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;unalogue of memory, and not to cover any belief about the
ture,

Animal induction differs from scientific induction in various
ways; one of these is thdt the former, but not the latter, involves
expectation. When, in the experience of an animal, an event of
kind A has been quickly followed by an event of kind B, if B is
emotionally interesting the animal comes to expect B whenever
A occurs. How many experiences are necessary depends upon
the degree of emotion aroused by B; if B is very pleasurable or
very painful, one experience may suffice. As soon as the animal
has acquired the habit of expecting B when it sees A, it behaves,
in the presence of A, as a man would who believed the general
proposition “A is always followed by B”. But the animal is at
no time believing anything that can only be expressed in words
by mentioning both A and B. It sees A, and it expects B; these
two, though we see them to be causally connected, are separate
beliefs in the animal. We, when we reflect upon our own animal
behaviour, may observe that A has always hitherto been followed
by B, or we may observe the two laws “A causes expectation of
B” and “expectation of B is followed by B”. These two laws will
begin to be true at a later time than our first experience of the one
law that A is followed by B, since a certain number of experiences
of the one law are necessa.y to cause instances of the law that A
causes expectation of B. Any one of the three laws may fail at
any moment, but I am considering +he case in which this does not
occur.

The importance of the above is thar it shows the limitations
of animal induction. This never leads to belief in the general
proposition “A is followed by B”, but only, when A occurs, to
the expectation “B will occur”. Belief in general laws, however
inductive and however mistaken, tequires a higher intellectual
development than is required for what may be called “inductive
behaviour” in the presence of the stimulus A. Speaking prag-
matically, there is the essential difference that belief in the general
law, as opposed to animal habit, can influeace action in the

absence of the stimulus A.
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In a scientific induction, expectation in the above limited sense
is not involved. Take one of the earliest of such inductions, the
Egyptian discovery of the periodicity of edlipses. Here the events
foretold were too distant to be “expected” in the physical sense.
dn a scientific induction, two events A and B are observed to occur
together or in close temporal succession, but no physical expecta-
tion is generated, or if it is, it is regarded as irrelevant. The
hypothesis that A is always accompanied or followed by B pre-
cedes the belief that this is the case, and the belief never acquires
the dogmatic and immediate quality of animal expectation. I
cannot help thinking, however, that our obstinate belief in
induction has some connection with animal expectation. But this
is a purely psychological question, of no essential importance to
our inquiry.

We must now attempt to analyse what is “expressed” by the
words “A is always followed by B”. What is expressed cannot be .
merely that, when I experience A, I expect B, for this is another
general law, which would have to be similarly analysed, and we
should thus be led into an endless regress. What is expressed
must be a belief involving both A and B, not a merely causal
relation between a belief involving only A and another belief
involving only B.

Suppose I am believing that all men are mortal, what sort of
thing must be occurring in me? I think that a belief of this kind
is sometimes affirmative, sometimes negative, where these terms
are to be interpreted psychologically. A belief is affirmative
when what is considered is accepted, and is negative when what
is considered is rejected. Thus “all men are mortal”, when
affirmative, will involve some connection between the predicates
*man” and “mortal”, but when negative may be represented by
the question “an immortal man?” followed by the answer “no”.
The psychology is somewhat different in these two cases. Let us
take the affirmative first.

It might be thought that “whatever is human is mortal” eould
be interpreted, on the subjective side, as only a relation between
the two predicates “human” and “mortal”. We might say: the

252



GENERAL BELIEFS

beliefs “A is human”, “B is human”, etc., all, considered as events
in the believer, have something in common; this something is
what is expressed” by the predicate “human”. Similarly there
is something “expressed” by the predicate “mortal”. We might
be tempted to say that one of these predncates 1mp11es the other,
and to use this as an analysis of what is “expressed” by “all men
are mortal”.

This Aristotelian interpretation, however, overlooks the fact
that the connection is not between the predicates as such, but only
between the predicates as predicated of one subject. “A is human’’
involves *“A is mortal”, but not “B is mortal”. We cannot there-
fore eliminate the hypothetical subject and the hypothetical pro-

sitional form in interpreting “all men are mortal”.

When I believe “all men are mortal”, I believe, if [amalogician,
“for all possible values of x, if x is human x is mortal”. It is not
the case that, for all possible values of x, I believe that if x is
human x is mortai. For if this were the case, I should have as
many beliefs as there are possible values of x; and if @ is a possible
value of x, I should be believing “if @ is human, a is mortal”.
But I may have never heard of q, and therefore be incapable of
this belief. Thus the belief that all men are mortal is one belief,
and the generality is part of the belief. Moreover, it is intensional
in the sense that I can ha. . the belief without knowing all the
men there are. As soon as I understand the words *“human”
and “mortal”, the subject-predica-e form, and the “if-then”
form, I have everything, except generality, that is required for
understanding “all men are mortal”.

We have already seen that general propositions cannot be
explained as habits, although they are genetically connected with
habits. This is obvious for three reasons. First. a general pro-
posmon is required in order to stat: that a given person has a
given habit; we have to be able to say “Mr. A always responds
to stimulus A by the action B”. If, therefore, we attempt to use
habit to explain general propositions, we shall be involved in
an endless regress. Second: general propositiens not only can
be understood, but can influence’ our actions, in the absence of
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the stimulus to the associated habit. Suppose I believe “all wild
giraffes live in Africa”, that does not mean merely that whenever
I see a wild giraffe I think “I must be in Africa”; it means also
that, when I am_thinking of starting’ on a big-game hunting
expedition, I think “if I want to hunt giraffes, I shall have to go
to Africa”. Third: when I discover a general proposition by
scientific methods, the knowledge that I obtain ante-dates any
habit connected with it. The belief that metals conduct elec-
tricity may generate a habit, but was not generated by a habit.

In order to make any further advance in the analysis of what
is “‘expressed” by a general proposition, we must, I think, adopt
the alternative interpretation, mentioned above, in which the
proposition is interpreted as denying an existence-proposition.
“No A is B” denies “Some A is B”’; “All A is B” denies “Some A
is not B”. Thus from this point of view “No A is B” is simpler
than “All A is B”. We will therefore consider it first.

In connection with factual premisses, we considered the man
who is asked “‘do you hear anything?”’ and replies “No, I hear
nothing”. This man, we said, has committed himself to the
stupendous generalization: “everything in the universe is not a
sound now heard by me”. However true this may be as regards
what is “indicated”, it is impossible to believe that it is true of
what is “expressed”. Let us see whether we can arrive at a less
unplausible interpretation of what is “‘expressed”.

Consider a series of judgments of perception “I hear A”, “I
hear B”, “I hear C”, etc. These all have something in common,
namely a stimulation of the auditory centres and a certain kind
of sensation. What they all have in common is what is meant by
the word “hear”. This is expressed by “I hear something”, which,
on the side of expression, is simpler than “I hear A”.

We saw in an early chapter that there are two kinds of affirma-
tion: one of these belongs to judgments of perception, occurs
only in the object-language, and has no correlative negation; the
other, which can only occur in languages of higher order, arises
when a proposition is first considered and then accepted. This
second kind has a correlative negation, when the proposition,
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after being considered, is rejected. Rejection of a proposition is,
psychologically, inhibition of the impulses which belief in the
proposition would generate; it thus always involves some tension,
since the impulses connected with belief are not absent, but are
counteracted by an opposing force.

Let us apply this to the man who gives a negative answer to
the question whether he hears anything. We have already seen
what is expressed by “I hear something”. The question causes
the man to consider this proposition, and after considering it he
rejects it; he expresses his rejection in the words “I hear nothing”.
This seems an intelligible and psychologically credible account
of what happens in such a case.

In the case of an affirmative general proposition, “All A 1s B”,
there is an extra complication, but no new difficulty of principle.
Let us take again “all men are mortal”. This is to be interpreted
as “are some men not mortal? No”. The process may be ampli-
fied as follows. Wnen we judge “A is a man but not mortal”,
we accept “A is a man” but we reject “A is mortal”. The various
acts of this kind, putting B, C, etc., in place of A, all have some-
thing in common; what they have in common :s a belief expressed
in the words “‘some man is not mortal”. When we reject this
belief, we are in a state expressed by the words “all men are
mortal”. These words thus c..press a double negation, or, speaking
psychologically, the inhibiting of an inhibition. So far as I
remember, pre-verbal forms of this operation were studied by
Pavlov in dogs.

We must now inquire into what is “indicated” by a general
belief, and how, if at all, we can know that a general belief is true.

As regards what is “indicated” by a general belief, we must
remember that, as we saw in an earlier chapter, the world can, in
theory, be completely described without the use of any logical
words. “Had we but world enough and time”, we could dispense
with general propositions. Instead of “all men are mortal”, we
could say “Socrates is mortal”, “Plato is mortal”, and so on. In
fact, however, this would take too long, and out vocabulary of
names is insufficient. We must therefore use general propositions.
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But the subjective character of logical words appears in this,
that the state of the world which makes a general proposition
true can only be indicated by means: of a general proposition.
If “all men are mortal” is to be true, there must be an occurrence
.which is A’s death, another which is B's death, and so on through-
out the catalogue of men. There is nothing in the world which
is “all men’s deaths”, and therefore there is no one verifier of
“all men are mortal”.

According to modern logic, “all men are mortal” is a state-
ment, not only about men, but about everything. This is certainly
a possible interpretation, and certainly the most convenient for
logic. But it is difficult not to believe that the statement can be
interpreted so as to be only about men. Let us examine this
question.

If T wish to make “all men are mortal” a statement which is
only about men, I must first have an extensional definition of
“men”. Suppose I say: “A,B,C ... Z is a complete list of
men”. Then, in order to prove that all men have a certain pre-
dicate, I need only observe that this predicate belongs to A and
Band C and . . . and Z; the rest of the universe is irrelevant.
This is all very well if men are a conventional collection; but if
“men” are defined as those objects which possess a certain pre-
dicate, how am I to know that my list A, B, C . . . Z is com-
plete? In fact, in the case of men, I know that any list that can
be framed is incomplete. This, it may be said, is merely due to
my limitations; an omniscient Being could be sure that the list
is complete. Yes, but only in virtue of knowledge about every-
thing: He would know, concerning each thing outside the list,
that it was not human, and this knowledge would be essential.

This, however, does not seem quite conclusive. Ignoring
means of knowing, let us suppose that, in fact, A,B,C ... Z
are all the men there are, and let us suppose that there are occur-
rences correctly described as A’s death, B’s death, C’s death, . . .
Z’s death. Then, in fact, it is true that all men are mortal. Thus
the number of accurrences required to insure the truth of “all
men are mortal” is the same as the number of men, and no more.
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Other occurrences are necessary in order that we may Anow our
list to be complete, but not in order that it may 4e complete.
We may conclude, therefore, that the occurrences required to
make a statement about 2ll men true are as numerous as men,
but not more numerous. These occurrences collecttvely are the,
verifier of the statement in question.

Let us consider some case where we seem more certain of the
truth of our general proposition, say “all dodos are mortal”.
We know this, it may be said, because all dodos are dead. It
might be objected that perhaps there are dodos in other planets,
or that evolution, having produced the dodo once, may produce
it again, and next time may make it immortal, like the phoenix.
We will therefore amend our general proposition, and say only:

“all dodos living on the surface of the earth before 1940 were
mortal”. This seems fairly indubitable.

The proposition at which we have now arrived is strictly
analogous to “there is no cheese in the larder”, which we con-
sidered at an earlier stage. It requires, for its proof, a survey of
the earth’s swface, leading to a set of negative propositions of
the form “this is not a living dodo”, applied to every terrestrial
portion of space-time large enough to have any chance of being
a dodo. These negative propositions, as we saw, depend upon
negative propositions such 1s “this is not blue”. The generality
is strictly enumerative, and is rendered possible by the fact that
our defining predicate contains a -pace-time determination. It
is the peculiarity of such predicate. that, given favourable cir-
cumstances, they can be shown empirically to be equivalent to a
list. But that this is empirically possible is itself an empirical
fact, connected with the properties of space-ume which we con-
sidered in connection with proper names.

According to the above, what 1. “indicated” by a general
statement of the form “All A’s are B’s” is a collection of occur-
rences, one for each A. This collection is the “verifier” of the
general statement: when every member of the collection occurs,
the statement is true; when there is any member of it that does
not occur, the statement is false. - '
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We come now to the question how, if at all, we can know
empirical general propositions. We have seen that some among
such statements can be known by means of a census; this happens
when the objects concerned are confinéd by definition to a region
of space-time which is in our neighbourhood and none of it in
the future. But this is an exceptional case, and probably, when
our knowledge of space-time is adequately analysed, will be found
to be ultimately no real exception. Certainly in all other cases it is
impossible for us to know that we have made a complete census,
and our knowledge of a general proposition must therefore, if
it exists, be obtained by other methods.

I think that, if we are to be allowed to know any empirical
generalizations except those derivable from a census, the word
“know”” will have to be used rather more hberally than hitherto.
We could be said to “know” a proposition if it is in fact true and
we believe it on the best available evidence. But if this evidence
is not conclusive, we shall never know whether the proposition
is in fact true, and shall therefore never know whether we know
it. It is hoped that inductive evidence may make an empirical
generalization probable. This takes us, however, into a region
that lies outside the scope of the present work, and I shall therefore
say no more on the subject.
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Lhapter XIX

EXTENSIONALITY AND ATOMICITY

The analysis of such propositions as “A believes p”’, “A doubts
P’y etc., raises two problems of great logical importance. In
general, in these chapters, I have kept silent on logical topics,
but in the present connection they are unavoidable. A brief
excursion into logic is therefore necessary before we can return
to our main theme.

The two logical problems that arise 1n connection with pro-
positional attitudes are that of extensionality and that of atomicity.
Of these, the former has been much discussed by recent logicians,
while the latter has been almost wholly ignored.

Before stating the “thesis of extensionality”, as it is called by
Carnap, it is necessary to say something ubout the theory of
truth-functions and about the theory of classes.* The theory of
truth-functions is the most elementary part of mathematical logic,
and concerns everything t..at can be said about propositions by
means of “or” and “not”. Thus “p and ¢” is the negation of
“not-p or not-¢”’. The most gene: il relation between p and ¢
which allows us, given p, to infer ¢, is “not-p or ¢”. Or suppose
you want the most general relation which, given p and g, will
enable you to infer , this will be “not-p or not-¢ or r”. The
law of excluded middle is ““p or not-p”; the law of contradiction
is the negation of “p and not-p”. Two propositions are said to
be “equivalent” when both are true ur both are false, i.e. when
we have “either p and ¢, or not-p and not-¢”. Two propositions
which are equivalent are said to have the same “truth-value”.

Instead of starting with “not-p” and “p or ¢” we may start

* In what follows I shall repeat, in a sgmewhat more. elémentary form, some
things already said in Chapter XIII, Section C.
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with a single undefined function “p and ¢ are not both true”.
We denote this by “p | ¢ and call it the stroke-function. It is
obvious that “p | p” is equivalent to “notp”, for if p and p are
not both true, thep p is not true, and vice versa. Again: “p or ¢”
is equivalent to “not-p and not-g are not both true”, i.e. to
“p | p and ¢ | ¢ are not both true”, i.e. to “(p | p) | (¢| 9)”- Thus
“or” and “not” can be defined in terms of the stroke-function.
It follows that everything that can be defined in terms of “or”
and “not” can be defined in terms of the stroke-function.

It is evident, and easily proved, that, given any proposition
built up out of other propositions by means of the stroke, its
truth-value depends only upon the truth-values of the constituent
propositions. This follows from the fact that “p and ¢ are not
both true” is true if p is faJse and also if ¢ is false, and is false if
p and ¢ are both true; what propositions p and ¢ may be is
irrelevant, so long as their truth-values-are unchanged. Functions
of which this holds are called “truth-functions”. All the functions
required in the theory of deduction are truth-functions.

The first part of the principle of extensionality, the truth or
falsehood of which we are to examine, says that all functions
of propositions are truth-functions, i.e. that, given any statement
which contains as a part a proposition p, its truth-value is un-
changed if we substitute for p any other proposition ¢ having
the same truth-value as p.

I come now to “propositional functions”. A “propositional
function” is an expression containing one or more undetermined
constituents x, y, . . . , and such that, if we settle what these are
to be, the result is a proposition. Thus “x is a man” is a proposi-
tional function, because, if you decide on a value for x, the result
is a proposition—a true proposition if you define that x is to
be Socrates or Plato, a false proposition if x is to be Cerberus
or Pegasus. The values for which it is true constitute the class
of men. Every propositional function determines a class, namely
the class of values of the variable for which it is true.

Two propositional functions are said to be “formally equiva-
lent” if, for every possible value of the variable, the resulting
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propositions are equivalent. Thus “xisa man” and “xisa father-
less biped” are formally equivalent; so are “x is an even prime”

and “x is a real cube root of 8”’. When two propositional functions
are formally equivalent they determine the sape class.

Predicates may be identified with propositional functions with
one variable, dyadic relations with those with two, triadic rela-
tions with three, etc. When I say “humans are mortal”, that
means “if x is human, x is mortal, for all possible values of x”.
It is obvious that, if humans are mortal, so are featherless bipeds.
It is obvious also that, if there are » humans, there are n feather-
less bipeds. These propositions illustrate the fact that, if two
propositional functions are formally equivalent, a great many
statements that are true of either are also true of the other. The
second part of the principle of extensionality states that this is
always thc case, i.e. that, in any statement about a propositional
function, any formally equivalent function may be substituted
without changing the truth-value of the statement.

Carnap states the “thesis of extensionality” in a somewhat
weakened form, which, slightly sirplified, may be enunciated
as follows: it is possible to construct a language, into which any
statement in any language can be translated, and having the
following two properties: (1) if a proposition p occurs as part
of a larger proposition ¢, he truth-value of ¢ is unchanged if
we substitute for p any proposition having the same truth-value;
(2) if a propositional function occu:s in a proposition, the truth-
value of the proposition is unchanged by the substitution of any
formally equivalent propositional function (i.e. one which is true
for the same values of the variable).

Carnap’s innovation is to state the princigle, not as one which
must be true in any language, but as one which is true in a
certain possible language into which all statements in other

ages can be translated.

The first of the two properties asserted by the principle implies,
for instance, that any true statement of which “Socrates is mortal”
is a part will remain true if we substitute “Anglesey is an island”,
and any true proposition of which “Homer was an Irishman”
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is a part (for instance, “if Homer was an Irishman I'll eat my
hat”") will remain true if we substitute “Brian Boru was a Greek”.
The second property implies that, whérever the words “human
beings” occur, we can substitute “featherless bipeds” without
affecting the truth or falsehood of what is said—assuming that,
in fact, the class of human beings is identical with that of feather-
less bipeds.

Prima facie, the thesis of extensionality is not true of pro-
positions asserting propositional attitudes. If A believes p, and
p is true, it does not follow that A believes all true propositions;
nor, if p is false, does it follow that A believes all false proposi-
tions. Again: A may believé that there are featherless bipeds
that are not human beings, without believing that there are human
bemgs who are not human beings. Consequently those who
maintain the thesis of extensionality have to find some way of
dealing with propositional attitudes. The thesis is sought to be
maintained for several reasons. It is very convenient technically
in mathematical logic; it is obviously true of the sort of state-
ments that mathematicians want to make; it is essential to the
maintenance of physicalism and behaviourism, not only as meta-
physical systems, but even in the linguistic sense adopted by
Carnap. None of these reasons, however, gives any ground for
supposing the thesis true. The grounds that have been given for
supposing the thesis true will be examined shortly.

The thesis of atomicity is stated by Wittgenstein as follows
(Tractatus, 2.0201): “Every statement about complexes can be
analysed into a statement about their constituent parts, and into
those propositions which completely describe the complexes.”
The relevance of this thesis to the analysis of propositional atti-
tudes is obvious. For in “A believes p”, p is complex; therefore,
if Wittgenstein’s principle is true, “‘A believes p”’, which appears
to be a statement about the complex p, must be analysed into
a siatement about the parts of p together with propositions de-
scribing p. Put more loosely, this means that p as a unit does not
enter into “A believes p”, but only its constituents enter in.

The thesis of atomicity has a technical form, and it is important
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to logic to know whether, in this form, it is true. Certain pre-
liminary explanations are necessary before this technical principle
can be stated.

The object-language, as we saw, contains a certain store of
proper names, predicates, dyadic relations, triadic relations, etce
Any n-adic relation can be combined with any n proper names
(which need not all be different) to make a proposition.

Suppose ny, ny, ny, . . . are proper names, Py, Py, Py . . . are pre-
dicates, R,, R,, Ry . . . are dyadic relations, S,, S;, S; are triadic
relations, etc.

Then P, (n,) stands for “r, has the predicate P,”
R, (m,, ny) stands for “n, has the relation R, to n,”

S, (n,, ny, ny) stands for “n,, ny, ny (in that order) stand in
the relation S,”, and so on.

All the propositions obtained in this way are called “atomic
propositions”.

Now let us take any two atomic propcsitions p and ¢, and
combine them by the stroke, so as to obtain p j-g. The proposi-
tions so obtained, together with atomic propositions, give us an
enlarged total of propositions. If we combine any two of this
enlarged total by means or the stroke, we obtain a still larger
total. Let us go on in this way indefinitely. The whole set of
propositions so obtained we cali “molecular propositions”,
because combinations of atomic propositions compose them in
more or less the kind of way in which combinations of atoms
compose molecules.

Having now reached the assemblage of molecular propositions
by means of the sole operation of the stroke, we introduce a new
operation for constructing propositions, which is called “gene-
ralization”. Take any atomic or molecular proposition which
contains some constituent a, and let us call it ¢a. The same
proposition with 4 substituted for e will be called ¢4, and, if ¢
is subs:ituted, ¢c. Let us substitute for a not sofhe definite term,
but a variable x. We thus obtain a propositional function ¢x.
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It may happen that this is true for all possible values of x; again,
it may happen that it is true for at least one value of x. The
propositions asserting that either of thése is the case are two new
propositions. If they contain a constant constituent 4, we can
2pply generalization in turn to 4, and so on until no constants
remain. Take, e.g., “if Socrates is a man, and all men are mortal,
then Socrates is mortal”. This is not & proposition of logic,
because it mentions Socrates and man and mortal, whereas pro-
positions of logic mention nothing particular. It is also not a
molecular proposition, because it contains the word “all”. It is
on the road from a molecular proposition to a proposition of
logic. The latter is: “whatever x, a, and 8 may be, if x has the
predicate a and everything that has the predicate a has the pre-
dicate B, then x has the predicate 8”.

To show in detail the process of generalization involved, let
us consider the following statement: “either Socrates is human
but not mortal, or Socrates is not human, or Socrates is mortal”.
This is a logically necessary molecular proposition. Now when
a proposition is true of Socrates, it is true of some one. There-
fore the above statement remains true if, the first time that
“Socrates” occurs, we substitute ‘‘some one” for “Socrates”.
(We might make this substitution for either of the other occur-
rences, for any two, or for all three; but the first alone suits our
present purpose.) We thus arrive at the following proposition:
“there is some one who has the property that either he is human
but not mortal, or that Socrates is not human, or that Socrates
is mortal”. (The some one in question, we happen to know, is
Socrates, but we are ignoring this piece of knowledge.) We now
divide the proposition a little differently, and say “some one is
human but not mortal, or Socrates is not human, or Socrates is
mortal”. Here we have three alternatives; therefore if the first
is false, one of the other two must be true. Now if “some one
is human but not mortal” is false, then “all men are mortal” is
true. Thus we arrive at “if all men are mortal, then either Socrates
is not a man oreSocrates is mortal”, which is equivalent to “if
all men are mortal, then if Socrates is a man Socrates is mortal”.
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We have reached this point, from our original molecular pro-
position, by using once the process of putting “some one” in
place of “Socrates”, which is the logical process by which, given
that a has some propetty a, we infer “something has the
prope a!’.

So far, the new propositions that we have manufactured have
been logical consequences of the earlier ones. From this point
on, however, we are concerned with processes of manufacturing
propositions which are not logical consequences of those from
which they are derived. Our last statement still contained three
“constants”, namely “Socrates”, “man”, and “mortal”. To each
of these we apply the process of generalization, substituting x
for Socrates. a for man, and B for mortal, and asserting the
result for all values of the variables. We thus obtain “for all
possible values of x, a, B, if ali o’s are s, and x i3 an a, then x
is a B”. This is a proposition of logic, of which our original
proposition was an instance. But the point in which [ am in-
terested at the moment is not that we have arrived at a true
proposition, but merely that we have arrived at a proposition.

The principle by which propositions of varying degrees of
generality are manufactured from molecular propositions is as
follows:

Let ¢ (ay,a5,a5 ... P, T, Ps ... Ry, Ry, Ry .. .) be a molecular
proposition which contains the proper names q,, a,, a, . . . the
predicates P, P, P, . . . the dyadi relations R, Ry, R . . . and
so on. All these are called the “coustituents” of the proposition
in question. Any one or more of these constituents may be re-
placed by a variable, and the result asserted for some value or
for all values of the variable. This gives us a large assemblage
of general propositions all manufactured out of (not deduced
from) the original molecular propo:i::on. Take as a very simple
instance, “Socrates is wise”. This leads, by the above process, to
the following ten propositions:

Something is wise
Everything is wise
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Socrates has some predicate
Socrates has all predicates
Something has some predicate
Everything has some predicate
_ There is some predicate that everything has
Something has all predicates
Every predicate belongs to something
Everything has all predicates

The process of substituting either some value or all values of
a variable is called “generalization”. It is not convenient to con-
fine this term to the case of all values.

The technical form of the principle of atomicity, as I said
before, asserts that all propositions are either atomic, or mole-
cular, or generalizations of molecular propositions; or at least,
that a language of which this is true, and into which any state-
ment is translatable, can be constructed. This must be true if
Wittgenstein's principle of atomicity is true. The converse does
not hold. As I shall explain in 2 moment, a less sweeping and
more defensible form of the principle leads equally to the tech-
nical form. It is in its technical form that the principle is important
in logic. I think that Wittgenstein himself would now accept
the modification in question, since I understand that he no longer
believes in atomic propositions. As we saw in an earlier chapter,
what is useful in logic is atomic forms, and the modified principle
allows them to be substituted for the original atomic propositions,
in which it was considered necessary that each word should stand
for something destitute of complexity.

The weakening of Wittgenstein’s thesis, which makes it more
plausible, is as follows. A name N may be in fact the name of
a complex, but may not itself have any logical complexity, i.e.
any parts that are symbols. This is the case with all names that
actually occur. Caesar was complex, but “Caesar” is logically
simple, i.e. none of its parts are symbols. We might maintain
that Wittgenstein’s thesis is not to be applied to everything that
is in fact complex, but only to things named by complex names.
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E.g., though “Caesar” is simple, “the death of Caesar” is com-
plex. Instead of the phrase “every statement about complexes”,
which appears at the begmmng of Wittgenstein’s enunciation, we
shall substitute: “every Statement about complexes of which the
complexity is made explicit in the statement”. This meets the
difficulty that would otherwise arise whenever we speak of some-
thing wnich is in fact complex, but which we do not know to
be so, or at any rate do not know how to analyse.

Even in this weakened form, the principle forbids the occur-
tence of p as a unit in “A believes p”, since a proposition must
be explicitly complex, except in those unusual cases in which it
has a proper name, such as the Pons Asinorum; and even then,
we only arrive at what is asserted in “A believes p”” when we
substitute the proposition for its name.

If cither the thesis of extensionality or that of atomicity is to
be maintained, ‘t is necéssary to distinguish between the “p"
in “A beheves 2" and the “p” in an ordinary truth-function such
as “p or ¢”. If the two are 1dentical, it is impossible to construct
a purely extensional logic, and it is probably impossible to main-
tain physicalism in Carnap’s sense. The atiempt to distinguish
between the two p’s was first made by Wittgenstein (7ractatus,
5.54 ff.). He says:

“In the general propos.donal form, propositions occur in a
proposition only as bases of the truth-operations.

“At first sight it appears as if th-re were also a different way
in which one proposition could occur in another.

“Especially in certain propositional forms of psychology, like
‘A thinks, that p is the case’, or ‘A thinks p’, etc.

“Here it appears superficially as if the p-oposition p stood to
the object A in a kind of relation.

“(And in modern epistemology titussell, Moore, etc.) those
propositions have been conceived in this way.)

“But it is clear that ‘A believes that p’, ‘A thinks p’, ‘A says p’,
are of the form ¢ “p” says p’: and here we have no co-ordination
of a fact and an object, but a co-ordination of facts by means

of a co-ordination of their objects.
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“This shows that there is no such thing as the soul—the
subject, etc.—as it is conceived in contemporary superficial
psychology.”

I adopted Wittgenstein’s view 1n tne second edition of
Principia Mathematica (Vol. I, Appendix C), and so did Carnap
in Der logische Aufbau der Welt. In The Logical Syntax of
Language* he makes a slight change: he says that intensional as
well as extensional languages are possible, and that we must only
say that every statement in an intensional language can be trans-
lated into an extensional language. Even this he does not regard
as certain, though he considers it plausible. On this question
of propositional attitudes, however, he repeats what Wittgen-
stein says. “Charles says (or thinks) A”, he says, is, as it stands,
intensional, but can be trapslated into “Charles says (or thinks)
‘A’ ”*, Here we are told: “let ‘A’ be an abbreviation (not a desig-
nation) of some sentence”. We are also told that syntactical
designations are to be formed with inverted commas. All this
adds nothing to what occurs in the Tractarus Logico-Philo-
sophicus.

I have come to doubt whether this view, even if true, can be
maintained on Wittgenstein’s grounds. I propose, therefore, to
examine Wittgenstein’s arguments controversially.

The kernel of the passage just quoted from Wittgenstein is:
““A believes that p’, ‘A thinks p’, ‘A says p’, are of the form

* “p” says p’ 7. Let us try to state this point of view clearly.

In general, when a word occurs in a sentence, we are not
speaking about the word, but about what it means; when we
wish to speak about the word, we put it in inverted commas.
Thus the sentence “ ‘Socrates’ is the name of Socrates” is not
a tautology; you learn a proposition of this sort when you are
introduced to a person of whom you have never heard. When
the word “Socrates” is not in inverted commas, you are speaking
of the man, not the word. Now in like manner, when we assert
a proposition, it is maintained that we are not saying anything
about the words; but about what the words mean; and if we

§67.p 245 ff.
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want to say anything about the words, we must put them in
inverted commas. But there is a difference between propositions
and single words. Single words, at least such as are object-words,
have a meaning which i¢ external to language, but propositions,
since they can be false, must, except when they express percep-
tions, have some less direct relation to objects. Thus the dis-
tinction between “p” and p is not so simple as that between
“Socrates” and Socrates.

The important distinction, in this discussion, is not between
“p” and p, but between what p expresses and what it indicates.
This distinction is not confined to propositions; it exists also in
the case of object-words. If I exclaim “fire!” I express my own
state and indicate an occurrence different from my state. The
single werd is a complete sentence, This is a prerogative of
object-words; other words can only be parts of sentences. I
maintain that the use of an object-word as a complete exclamatory
sentence is its primary use, from which its use as part of a larger
sentence is derivative. It is gud sentence that an object-word has
the two aspects of expression and indication.

The distinction between significant and nonsensical strings of
words compels us to recognize that a significant sentence has a
non-linguistic property—namely “significance”—which has
nothing to do with trutl, or falsehood, being more subjective.
We may identify the significance of a sentence with what it
expresses, which is a state of the .peaker. Such a state may be
called a “believing”, if the sentence is indicative. Two believings
that can be expressed by the same sentence are said to be instances
of the same “belief”.

From what has just been said, it follows that there are three
ways, not two, in which a sentence may occur.

First: we may be concerned wu.!. the actual words; this is
the proper occasion for the use of inverted commas. For example,
we may assert: Caesar said “jacta est alea”. A person who knows
no Latin can know that Caesar said this; it is not necessary that
he should know what Caesar meant. Therefore,the words “jacta
est.alea” occur here as words, ndt as having meaning.
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Second: we may be concerned with what the sentence ex-
presses, and be indifferent as to what it indicates; this happens
if we assert: Caesar said that the die was. cast. Here the words
“the die was cast” occur as having sighificance; Caesar did not
use these words, but Latin words expressing the same state. If
we asserted: Caesar said “the die is cast”, our assertion would be
false, since it would imply that he spoke English. Thus when
we say: “Caesar said that the die was cast”, the significance of
the words “the die was cast” is relevant, but not the indication,
since it is entirely irrelevant whether, in fact, the die was cast
or not.

Third: we may be concerned, not only with what a sentence
expresses, but also with what it indicates. I may say: “The die
was cast, as Caesar truly said”. Here, when I say “tine die was
cast”, I make an assertion, which is true if the sentence indi-
cates something, and false if it indication nothing. In every com-
plete sentence in the indicative, the indication is relevant, but in
subordinate sentences it may happen that only what is expressed
is relevant. This happens, in particular, as regards the p in “A
believes p”. .

We can now decide what we are to think of Wiitgenstein’s
view that “A believes p”” is of the form: “ ‘p’ says p”. Or rather,
we can decide whether we should say “A believes p” or “A
believes ‘p’ ”’. Let us put for “p” the sentence “B is hot”. When
we say that A believes that B is hot, we are saying (roughly)
that A is in a state which will lead him, if he speaks, to say
“B is hot” or something having the same significance. We are
not saying that these words are in A’s mind; he may be a French-
man who, if he spoke, would say “B a chaud”. We are, in fact,
saying nothing about the words “B is hot”, but only about what
they signify. Therefore there should be no inverted commas,
and we should say: “A believes p”.

Should we say “p is true” or “ p’ is true”’?

It is generally assumed that we should say the latter, but I
think this assumption is wrong.

Consider “it is. true that B is"hot”.
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This asserts a complicated relation between a class of believings
and an event. It means: any person who is in one of a certain
class of states [to wit, those expressed by the words “B is hot"] has
a certain relation to a cértain event [to wit, B’s being hot, or
not-hot, as the case may be].

Here the words “B is hot” enter only through the significance
of the phrase, not as words. Therefore we should say: “p is
true”.

The difficulty of the subject, I repeat, arises from the fact that
scntences, and some words, have swo non-verbal uses, (a) as
indicating objects () as expressing states of mind. Words may
occur through their significance, and not as words, without
occurring as indicating: this happens when they occur as only
expressing. Single words other than object-words orly express
and do not indicate. That is why, unlike object-words, they can-
rot be complete sentences.

The above makes it clear that “p”* may occur in two different
non-verbal ways, (a) where hoth md1cat10n and expression are
relevant, and (6) where only expression is relevant. When the
sentence occurs by itself, as an assertion, wu hyve (a); when we
say “A believes p”, we have (&), since the occurrence we are
asserting can be completely described without reference to the
truth or falsehood of p. Lut when we assert “p or ¢” or any
other truth-function, we have (a).

The principle of extensionality, : “the above analysis is correct,
applies to all occurrences of “p” in which its indication is rele-
vant, but not to those in which only the expression is relevant;
i.e. it applies to (a), not (). This statement, I think, is a tautology.
The principle of extensionality in its genersi formn must, if 1 am
not mistaken, be rejected.

It has been suggested to me by afr. N. Dalkey that in “A
believes that B is hot”, the words “that B is hot” describe what
is express sed by “B is hot” when this is a complete sentence. This
view is attractive, and may be right. According to this view, the
words “that B is hot” do not really refer to B,.but describe A’s
state. The case is analogous to that in which. I say “A smells
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a smell of roses”. Here roses only come in as describing A’s
state; I might give a name, say S, to the smell, and say “A smells
S”. Similarly I might (in theory) substitute for “that B is hot”
words descriptive of the state of mind ahd body existing in those
whoareengagedmbehevmgthatBlshot This view makes
it necessary to draw a sharp distinction between *“p” and “that p”
Whenever it is really “p” that occurs, we can pmerve the prin-
ciple of extensxonahty, but when it is “that p” that occurs, the
reason for the failure of the principle is that “p” is not, in fact,
occurring.

We have now to consider the principle of atomicity. I shall
not now consider it generally, but only in relation to such sen-
tences as “A believes p”. In its general form it requires a con-
sideration of analysis, and of the question whether proper names
for complexes are theoretically indispensable, which I propose
to leave to a later stage. For the present I wish only to consider
whether such sentences as “A believes p” can, in a suitable
language, be expressed within the hierarchy of atomic, molecular,
and generalized sentences explained earlier in this chapter.

The question is: can we interpret “A believes p” so that p
does not appear as a subordinate complex?

For “p” let us again take “B is hot”. We agreed in an earlier
chapter that to say A believes this is to say that he is in one of
a number of describable states, all which have something in
common. One of such states is that in which A exclaims “B is
hot!”, but there is no reason to suppose that any words are
necessarily present to A when he is believing that B is hot.

To say “A exclaims ‘B is hot!’ ”’ is to assert a series of move-
ments in A’s s -organs; this is a purely physical occurrence,
which can be completely described without introducing any
subordinate complex. It would seem that every other state of
A which is a believing that B is hot could be similarly described.
The question remains, however: what do all these states have
in common?

I think that what they have in common is only causal. This,
however, is a difficult questich, and one which, I believe, it is
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not necessary for us to answer with any precision. It seems to
me that no answer which is at all likely to be correct can interfere
with the conclusion that ‘A believes p” can be analysed without
introducing a subordinate complex p, at any rate when p is a
simple sentence such as “B is hot”. If p is a " general sentence,
such as “‘all men are mortal”, the matter is more difficult. I shall,
therefore, for the moment, content myself with the provisional
conclusion that, so far, we have found no good argument against
the principle of atomicity.

We thus reach the conclusions (1) that the principle of exten-
sionality is not shown to be false, when strictly interpreted, by
the analysis of such sentences as “A believes p”; (2) that this
same analysis does not prove the principle of atomicity to be
false, but does not suffice to prove it true.
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Chapter XX

THE LAW OF EXCLUDED MIDDLE

In general, in this book, I am avoiding logical questions, but in
this chapter, as in the last, I shall be concerned with a logical
topic, namely the law of excluded middle. As every one knows,
Brouwer has challenged the law, and has done so on epistemo-
logical grounds. He, in common with many others, holds that
“truth” can only be defined in terms of “verifiability’; which is
obviously a concept belonging to theory of knowledge. If he is
right, it follows that the law of excluded middle, and the law of
contradiction also, belong to epistemology, and must be recon-
sidered in the light of whatever definition of truth and falsehood
epistemology permits. We considered truth and falsehood in a
preliminary manner in Chapter XVI, and discussed the attempt
to define them epistemologically. It is fairly obvious that, if an
epistemological definition is adhered to, the law of excluded
middle, in its usual form, cannot be true, though the law of
contradiction may he. We have to consider, in this chapter and
the next, whether 10 sacrifice the law of excluded middle or to
attempt a definition of truth which is independent of knowledge.*

The difficulties of either view are appalling. If we define truth
in relation to knowledge, logic collapses, and much hitherto
accepted reasoning, including large parts of mathematics, must
be rejected as invalid. But if we adhere 10 the law of excluded
middle, we shall find ourselves committed to a realist metaphysic
which may seem, in the spirit if not in the letter, incompatible
with empiricism. The question is fundamental, and of the greatest
importance.

* What is said in this chapter is intgnded to clarify the question. It is only in
the next chapter that  serious attempt is made to reach a decision.
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Before attempting to decide it, let us develop the alternatives.

Brouwer is not concerned with phrases that are syntactically
nonsensical, such as “\quadruplicity drinks procrastination”. He
is concerned with sentenes that are grammatically and logically
correct, but epistemologically incapable of bemg proved or dis;
proved We must be clear as to the point at issue before we
begin to discuss it.

Brouwer argues that “true” is a useless conception unless we
have ways of discovering whether a proposition is true or not.
He therefore substitutes “verifiable” for “true”, and he does not
call a proposition “false” unless its contradictory is verifiable.
There thus remains an intermediate class of propositions, which
arc syntactically correct, but neither verifiable nor the con-
tradictories of verifiable propositions. This intermediate class
Brouwer refuses to call either true or false, and in regard to them
he regards the law of excludcd middle as mistaken.

No one has yet gone so far as to define “truth” as “what is
known”; the epistemological definition of “truth” is “what can
be known”. The word “verifiable” 1s commonly used, and a
proposition is verifiable if it can be verified. This at once intro-
duces difficulties, since possibility is an awkward concept. If the
definition is to be definite, the particulzr kind of possibility that
is intended will have to L. elucidated. In mathematics, Brouwer
and his school have done this, with 4 consideralile measure of
success; but so far as I know, the bave given little thought to
more ordinary propositions, such as historical hypotheses con-
cerning which there is no evidence either way. Much is to be
learnt from Carnap’s Logical Syntax of Language, but mainly by
way of suggestion. He holds that a general proposition, such
as “all men are mortal”, which is inherently incapable of
being completely proved, is to be .:en (provisionally) as true
if many instances of its truth are known, and none of its
falsehood.

A definition of “truth” as “what can be known” will have
to advance step by step from basic propositions. 1 shall assume,
in accordance with what was said®in Chapter X], that my present
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factual premisses consist of: (1) a very small number asserting
present percepts; (2) a considerably larger number of negative
propositions derived from present percepts as we arrive at “this
is not red” when we see a buttercup; (3) memories, in so far
as no argument eXists to throw doubt on them; (4) the law of
contradiction, but not the law of excluded middle. The law of
excluded middle will be true, to begin with, of a certain class
of propositions, namely those that can be confronted with per-
cepts. If you are letting off fireworks on the fifth of November,
and you say “look out, there’s going to be a bang”, either there
is a bang, or the fireworks are damp and there isn’t. In such a
case, your statement is true or false. There are other cases, derived
from this kind, to which the law of excluded middle applies; the
definition of the class of cases is much the same problem as the
epistemological definition of “truth”.

It is to be observed that, when the law of excluded middle
fails, the law of double negation also fails. If p is neither true
nor false, it is false that p is false; if the principle of double
negation held, this would imply that p is true, whereas, by
hypothesis, p is neither true nor false. Consequently, in this
logic, “it is false that p is false” is not equivalent to “p is
true”,

To give ourselves a chance, we will, at least to begin with,
allow inductive generalizations from basic propositions. These
may turn out to be false if a negative instance occurs; until that
happens, we shall, following Carnap, provisionally accept them
as true. In either case, we shall regard them as subject to the
law of excluded middle. We will allow also the testimony of
others, subject to common sense provisos. We can now build
up science; and having accepted inductive generalizations, we
will admit as true such of their consequences as cannot be dis-
proved. For example, we will say that eclipses occurred in pre-
historic times as astronomy leads us to suppose; but we say this
with the degree of hesitation appropriate to the inductive gene-
ralizations that constitute the laws of astronomy.

We can thus assert and deny all propositions that, as empiri-
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cists, we see reason to assert or deny. The difficulties come (a) in
logic and mathematics (&) as to extra-logical propositions in
regard to which there is b evidence either way.

Let us consider a definite extra-logxcal proposition as to which
there is no evidence. Take “it snowed on Manhattan Island on
the first of January jn the year 1 A.0”. Let us call this proposi-
tion “P”. What do te know about P ? Having accepted inductive
generalizations, history tells us that there was a year 1 A.D.,
and geology assures us that Manhattan Island existed then. We
know that snow often falls there in winter. We therefore under-
stand P just as well as if it related to a snowfall of which there
is historical record. In theory, a Laplacean calculator could infer
the weather of former times, just as the astronomer infers the
eclipses. In practice, however, this is impossible, not only because
the calculations would be too difficult, but because more data
would be requircd than could ever be obtained. We must there-
fore admit that we have not any evidence as to whether P is
true or false, and that, so far as we can see, we are never likely
to have any. We must conclude, if “truth” is to be defined
epistemologically, that P is neither true nor false.

Our reluctance to accept this conclusion comes from our
obstinate belief in a “real” world independent of our observa-
tion. We feel that we mign. have been there, and we should then
have seen whether it was snowing, and the fact of our looking
on would have made no difference to the snow. We are ready
enough to concede that the whiteness of the snow’s appearance
has to do with our eyes, just as the cold feeling has to do with
our temperature nerves; but we suppose these sensations to have
an outside cause, which is the snow as dealt with in physics.
And this, we believe, except where certain very delicate quantum
observations are concerned, is just the same whether we know
of it or not.

But all this was already conceded when we accepted inductive
generalizations, and allowed ourselves to believe that Manhattan
Island probably existed at the date in question..lf we are going
to allow inductions of this sort, there seems no reason for re-
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fusing to extend the law of excluded middle to every proposition
for or against which there is any evidence, however slender.
Now there might easily be evidence that the climate of Manhattan
Island has not changed much in the last two thousand years, and
jn that case weather records give the probability of snow on
any given day of the year. We shall therefore conclude that P
is either true or false, for, though we cannot decide the question,
we know something of the likelihood of each alternative.

There will still be propositions as to which there is no evidence
whatever, for instance: “there is a cosmos which has no spatio-
temporal relation to the one in which we live”. Such a cosmos
can be imagined by a writer of scientific romances, but by the
very nature of the hypothesis there can be no inductive argument
either for or against it. When we feel that there must-be or not
be such a cosmos, I think that we imagine a Deity contemplating
all the worlds that He has made, and thereby we sutreptitiously
restore the link with our own world which, in words, we have
denied.* If we rigidly exclude both this conception and that of
a miraculous heightening of our own perceptive faculties, it is
perhaps possible to suppose that our hypothesis has no meaning.
In that case, it is neither true nor false, but it is not a proposition,
and therefore fails to show that there are propositions which do
not obey the law of excluded middle.

We must face the question: in what circumstances, if any,
does a sentence which is syntactically correct fail to have a
meaning? We suggested, a moment ago, that perhaps the sen-
tence: “‘something has no spatio-temporal relation to my present
percept”, is devoid of meaning; for that is what the rejection
of the imagined cosmos amounts to. It seems to follow that the
contradictory of the above sentence, namely: “everything has
some spatio-temporal relation to my present percept”, is also
devoid of meaning; but this seems far less plausible. If this is
to be meaningless, it must be because of the word “everything”.
The word “everything”, it may be said, implies that the whole
universe can be laid out for inspection, whereas, in fact, new

* Cf. The Star Maker, by Olaf Stapledon.
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percepts perpetually occur, and all totality is illusory except that
of an enumerated set of ob)ects

This question of tqtality is very important. Can we define
a total conceptually, as we define the class of men or the class
of natural numbers? Some think that we can'do so if the class
is finite, but not otherwise. I cannot see, however, that this i is
a relevant consideration, except when a general word is a mere
abbreviation for “these objects in this given collection”. In that
case, the general word is unnecessary. Whenever, as in the case
of men, actual enumeration is impossible, the question whether
the collection is finite or infinite seems irrelevant. “All men are
mortal” raises the same problems, in this connection, as “all
integers are odd or even”.

When we say “all men are mortal”, are we saying anything,
or are we making meaningless noises? I am not asking whether
the sentence is true, but -whether it is significant. Let us first
exclude some untenable views. (1) We cannot try to reduce the
proposition to a prescription, to wit: “if I see a man, I shall
judge him to be mortal”. For the occasions on which I shall see
a man are just as 1mpossnble to enumerate 23 men are. I might,
with my dying breath, say “all the men I have met were mortal”,
because then they could be enumerated; but until then the col-
lection is only defined conc .ptually. (z) We cannot say: “‘a state-
ment about a collection is legmmate when there is a possible set
of experiences which would cover he whole collection, but not
otherwise”. For we shall find, if we attempt to define “possible

experiences”, that we are taken into just the hypothetical con-
ceptual realm from which we wished to escape. How are we to
know whether an experience is “possible” ? Obvxously this will
require knowledge that transcends aczual experience. (3) We
cannot confine “all men are mortai” ro past experience, for in
that case it would have to mean “all the men who have died
hitherto were mortal”, which is a tautology. (4) It is sometimes
thought possible to interpret general statements—especially in-
ductive generalizations—as practical advice. Thus “all men are
mortal” will mean: “next time ydu meet a man, I should advise
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you to behave as if he were mortal, for if you chop his head in
two in the hope that he is immortal, you will be hanged”. But
this advice is only sound because the man is mortal. If you
seriously doubt whether all men are tnortal, you may do well
to go about making experiments on the subject. The pragmatic
interpretation, in fact, is only an evasion.

If we exclude such sentences as “all men are mortal”, which
deal with collections defined conceptually, general propositions
will be confined to history, or rather to collections composed of
objects which now exist or have existed. We can say “all the
men in this room will die”, but not “all the children of the men
in this room will die”. This is surely absurd.

It seems to me that, when we understand the words “man”
and “mortal”’, we can understand “all men are mortal?, without
having to be acquainted with each individual man. And in like
manner, I should say, we can understand “all integers are odd or
even”. But if this view is to be maintained, there must be such
a thing as understanding “all-ness”, independently of enume-
ration. This is really a question of understanding what is hypo-
thetical. The analysis of general propositions is very difficult,
since it seems quite clear that we can know propositions about
all of a collection without knowing its several members. We say
that “I hear nothing™ may be a basic proposition; yet it is for
logic a statement about everything in the universe. We have
seen in Chapter XVIII how to avoid this difficulty.

When we were discussing snow in 1 A.D., we allowed our-
selves to accept inductive generalizations. It is questionable
whether, when we are doubting the law of excluded middle, we
have any right to do this, except at most in the way of inferring
percepts. Inductions in the physical sciences are always phrased
in realist terms, i.e., they suppose that what you observe can
happen without your observation, and does happen in suitable
circumstances. If we arrive at an uninhabited island and find
luxuriant vegetation, we shall infer that it has rained there,
although no one. has seen the rain. Now it is obvious that, from
the standpoint of inductive vérification, two hypotheses which
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only differ as to unobserved occurrences are precisely on a level.
From the epistemological point of view, therefore, we may
suppose that there are.no'unobserved occurrences, or that there
are a few, or that there aré many; we can, as physxcnsts do, insert
whatever number and kind of unobserved occurrences will makg
it easiest to formulate the laws of observed occurrences. They
serve the same sort of purpose as may be served by complex
numbers in a calculation which begins and ends with real
numbers.

Is there any sense in asking whether these unobserved occur-
rences really occur? According to Carnap, there is only a lin-
guistic question: “‘reality”” is a metaphysical term for which there
is no legitimate use. Well and good, but let us be consistent.
I have not myself observed what I have learnt from testimony
or from hlstory, I have observed only what has come within
my own experience. Therefore, on the view in question, the
hypotheses that testimony is not merely noises or shapes, and
that the world existed before the earliest moment that I can
remember, are mere linguistic conveniences.

This view is one which, in fact, no one accepts. If a doctor
says to you “your wife has cancer”, you feel no doubt that what
you hear expresses a thought; you alsn have no doubt that, if
the doctor is right, your wife is having and will have painful
experiences which will not be yours. Your emotions would be
quite different if you thought the w-0le thing merely a linguistic
abbreviation for describing certain experiences of your own. This,
of course, is no argument. But I notice that those who take the
sort of view that I am combating always avoid applying it as
against other human beings, and are content to apply it to such
matters as the glacial epoch, which have very little emotional
content. This is illogical. If the glac:ai epoch is only a linguistic
convenience, so are your parents and your children, your friends
and your colleagues. It is, of course, still possible to accept
testimony. You may say: “Mr. A, so far as I know, is a series
of noises and shapes; but I have found, odd as it may seem, that
if I interpret the noises as those which I should make to express
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certain thoughts or percepts, they frequently turn out to be true,
I have therefore decided to behave as if Mr. A were an intelligent
being”. But your emotions will not be what they would be if
you believed that he “really” had intelligence.

. When we ask: “do any occurrences not observed by me really
occur ?*” we are asking a question which, at least as regards other
human beings, has a very great emotionalcontent, and can hardly,
it would seem, be totally devoid of significance. We are interested
in other people’s loves and hates, pleasures and pains, because
we are firmly persuaded that they are as “real” as our own. We
mean something when we say this. A person in a novel manifests
himself, but deceptively: the emotions which he expresses have
not been actually felt. “Real” people are different; but how?

I am not concerned, at the moment, to argue that unobserved
events occur; I am only concerned to argue that the question
whether they occur or not is more than a linguistic question.
I take the question, to begin with, in connection with the per-
cepts, thoughts, and feelings of other people, because in that case
what we are inferring is closely analogous to what we know
from our own experience. In the case of unobserved matter, there
is not only the fact that it is unobserved, but that it must be
very different from anything of which we have experience, since
it cannot have any sensible qualities. This additional problem
is avoided by considering the experiences of other people. If we
see a man apparently suffering, the hypothesis that he is suffering
adds something, and is not merely the adoption of a different
linguistic convention from that of the solipsist.

It is no use to say: “but this does not take you outside expe-
rience; it only takes you outside your experience”. You do not
know that this is true unless you know that the other man has
experiences, and is not merely what you perceive; but this is
the very piece of knowledge that was to be justified. Epistemology
cannot begin by accepting testimony, for the correctness of testi-
mony is certainly not among basic propositions.

I conclude, then, that there is a substantial meaning in the
hypothesis that something occiirs which I do not experience, at
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least when this is something analogous to my experjences, e.g.
the experiences which I attribute to other people.

This, however, doey ndt settle the question whether there is
any meaning in the hypothesis of physical phenomena which
are observed by no one, which we must now consider.

There are here certain distinctions to be made. On empirical
grounds we believe that there cannot be Visual objects except
where there are eyes and nerves and a brain, but there is no
logical difficulty in the hypothesis of such objects existing else-
where. In fact, every person who is philosophically and scien-
tifically naive believes that what we see when we look at some-
thing is still there when we are no longer looking. This is what
is called naive realism—a doctrine which must be held to be false
in fact, bitt not logically impossible. The problem in connection
with physms is: having admitted that where there is no sentient
percipient there cannot be’anything having the sensible qualities
that we know from experience, is there any meaning in the
hypothesis that there is someshing there? There are in fact two
questions: First, is there significance in the hypothesis that some-
thing not experienced exists? Second, is theie significance in the
hypothesis that something exists which is unlike objects of per-
ception as we should have to suppose occurrences to be where
there are no percipients?

As to the first, I see no difficulty. The fact that we experience
a phenomenon is not an essential ;art of our understanding of
the phenomenon, but only a cause of our knowledge that it
occurs, and there is no logical obstacle to the hypothesis that the
phenomenon could exist unperceived. In fact, we all hold that
we have many sensations which we do not ~otice, and these are,
strictly speaking, not experienced.

There is more difficulty as to th: second question, namely:
is there any significance in the hypothesis of physical phenomena
as different from our percepts as they would have to be if they
were neither visual nor auditory nor of any of the familiar kinds ?
The question is not quite that of the Kantian Ding-an-Sich, which
is outside time; the kind of occlirrences concerning which we
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are inquiring are certainly in time, and they are in space of a
sort, though not quite of the sort to which we are accustomed
in percepts. Physical space—i.e. the* space of physics—is not
directly sensible, but is definable by felation to sensible spaces.
It would seem, therefore, that a proposition concerning a purely
physical phenomenon can be enunciated in terms which are known
through experience; if so, the proposition is certainly, in one
sense, significant, even if we do not know how to discover
whether it is true or false. If it is significant to say “everything
that exists is sensible”, the contradictory of this, namely “some-
thing non-sensible exists”, must also be significant. If it be main-
tained that “sensible” has no meaning, we can substitute “visual
or auditory, or etc.” It seems, therefore, that we cannot deny
significance to the hypothesis of occurrences having none of the
qualities which we believe to be causally dependent upon a sen-
sorium.

It remains to inquire in what sense, if any, such a hypothesis
can be regarded as either true or false.

This brings us to the question of “fact” as what makes pro-
positions true. According to the correspondence theory of truth,
as Tarski points out, the proposition “it is snowing” is true if
itis snowing. This has, prima facie, nothing to do with knowledge.
If you do not realize that it is snowing, that does not make
the proposition “it is snowing” any less true. You may find
several inches of snow on the ground when at last you do
look out, and say “it must have been snowing for hours”. Surely
it would have been snowing just the same if you had not been
going to look out afterwards? All the time that you were not
looking out, the proposition “it is snowing” was true, although
you did not know that it was. This is the view of realism and
of common sense. And it is this view which has made the law
of excluded middle seem self-evident.

Let us set to work to state this view in such a way as to avoid
all avoidable difficulties. First, as to “facts”: they are not to be
conceived as “that grass is green” or “that all men are mortal”;
they are to be conceived as occurrences. We shall say that all
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percepts are facts, but according to the realist view they are only
some among facts. They may be defined as facts that some one
knows without inferenge; but on the realist hypothesis there are
other facts which can onl§ be known by inference, and perhaps
yet others which cannot be known at all.

Percepts, in this view, may be defined as events having a
certain kind of spatio-temporal relation to*a living body with
suitable organs. Suppose, for example, you are measuring the
velocity of sound, and for this purpose you occasionaily fire a
gun, while a man a mile away waves a flag as soon as he hears
the report. Throughout the intervening space—if we are to
believe the physicists—there are events, namely air-waves. When
this train of events reaches an ear, it undergoes various modi-
fications, much as sunlight undergoes modifications when it sets
up the manufacture of chlorophyll in plants. One of the events
resulting from the impact'of sound-waves on an ear, provided
the ear is attached to a normal brain, is what is called “hearing”
the sound. After this event, the chain of causation runs out of
the brain into the arm, and leads to the waving of the flag. What
is odd about the brain and the sensation is the character of the
causal laws that operate at this point in the chain: they involve
habit, and “mnemic” causation. To say that we “know” a per-
cept is to say that it has se: up a certain habit in the brain. Only
events in the brain can set up habits in the brain; therefore only
events in the brain can be known -2 the kind of way in which
we know percepts.

Some such view as the above is assumed technically in physics
and physiology. I do not mean that physicists and physiologists
are necessarily prepared to defend it theoretically, or that their
results are not compatible with other views. { mean only that the
language they naturally use is one which implies some such
outlook.

I do not know whether there is any argument which shows
that this view is false. Various idealistic philosophies have
attempted to prove it untenable, but in so far 3s they appealed
to logic I shall take it for granted that they failed. The argument
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from epistemology, which unlike that from logic, is as powerful

as it ever was, does not attempt to show that the view in
question is false, but only that it is gratyitous, in the sense that
it sins against Occam’s razor by assuming the existence of un-
,necessary entities. What we know, says the epistemological
argument, is percepts; the sound-waves, the brain, etc., are mere
convenient hypotheses in the interconnecting of percepts. They
enable me, when I have fired my shot, to calculate how long
(according to the visual perceptions which I call “seeing a stop-
watch”) it will be before I have the percept which I call the
waving of the flag. But there is no more need to suppose that
these hypotheses have any “reality” than there is to suppose that
parallel lines “really” meet in a point at infinity, which also is
for some purposes a convenient way of speaking. -

This epistemological scepticism has a logical foundation,
namely the principle that it is never possible to deduce the
existence of something from the existence of something else. This
principle must be stated more clearly, and without the use of
the word “existence”. Let is take an illustration. You look out
of the window, and observe that you can see three houses. You
turn back into the room and say “three houses are visible from
the window”. The kind of sceptic that I have in mind would
say “‘you mean three houses were visible”. You would reply “but
they can’t have vanished in this little moment”. You might look
again and say “yes, there they are still”. The sceptic would
retort: “I grant that when you looked again they were there
again, but what makes you think they had been there in the
interval?”” You would only be able to say “because I see them
whenever I look”. The sceptic would say “then you ought to
infer that they are caused by your looking”. You will never
succeed in getting any evidence against this view, because you
can’t find out what the houses look like when no one is looking
at them.

Our logical principle may be stated as follows: “no proposi-
tion about what occurs in one part of space-time logically implies
any proposition about what occurs in another part of space-time”.
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If the reference to space-time is thought unduly suggestive of
physicalism, it can easily be eliminated. We may say: “the
perceptive propositions derivable from one perceived event never
logically imply any pro‘position about any other event”. I do not
think this can be questioned by any one whé understands the
logic of truth-functions.

But outside pure mathematics the important kinds of inference
are not logical; they are analogical and inductive. Now the kind
of partial sceptic whom we have been having in mind allows
such inferences, for he accepts physicalism whenever it enables
us to prophesy our own future percepts. He will allow the man
measuring the velocity of sound to say “in five seconds I shall
see the flag wave”; he will only not allow him to say “in five
seconds the flag will wave”. These two inferences, however,
are exactly on a level as regards induction and analogy, without
which science, however interpreted, becomes impossible. Our
logical foundation thus becomes irrelevant, and we have to con-
sider whether induction and analogy can ever make it probable
that there are unperceived events.

At this point there is danger of a fallacy, so simple that it
ought to be easy to avoid, but nevertheless not always avoided.
A man may say: “everything that I have ever perceived was
perceived; therefore there : inductive evidence that everything is
perceived”. The argument would be the same if I said: “every-
thing I know is known; therefore pr 'bably everything is known”.

We are left, then, with a substaatial question: assuming the
legitimacy of induction and analogy, do they afford evidence
for unperceived events? This is a difficult but by no means
insoluble question. I shall, however, not discuss it now, since
it assumes as conceded, what is for us at present the essential
point, that the difference between a :iicory which allows unper-
ceived events and one which does not is a difference which need
not be merely linguistic.

Although the above discussion has been so far very incon-
clusive, I find myself believing, at the end of it, that truth and
knowledge are different, and thut a proposition may be true
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although no method exists of discovering that it is so. In that
case, we may accept the law of excluded middle. We shall define
“truth” by reference to “events” (I am speaking of non-logical
truth), and “knowledge” by relation to “percepts”. Thus “truth”
~will be a wider conception than “knowledge”. It would be a
practically useless conception, but for the fact that knowledge has
very vague boundaries. When we embark upon an investigation,
we assume that the propositions concerning which we are in-
quiring are either true or false; we may find evidence, or we
may not. Before the spectroscope, it would have seemed impos-
sible ever to ascertain the chemical constitution of the stars; but
it would have been a mistake to maintain that they neither do
nor do not contain the elements we know. At present, we do
not know whether there is life elsewhere in the universe, but we
are right to feel sure that there either is or is not. Thus we need
“truth” as well as “knowledge”, because the boundaries of
knowledge are uncertain, and because, without the law of ex-
cluded middle, we could not ask the questions that give rise
to discoveries.

In the following chapter, I shall continue the discussion of
the questions we have just been considering, but the discussion
will be intensive and analytical rather than discursive. Before
proceeding to minute analysis, I wished to make clear the bearing
of the question at issue upon matters of general interest. This
course involves some unavoidable repetition, which I must ask
the reader to excuse.



Ghapter XXI

TRUTH AND VERIFICATION

In recent philosophy we may distinguish four main types of
theory as to “truth” or as to its replacement by some concept
which is thought preferable. These four theories are:

I. The theory which substitutes “warranted assertibility” for
“truth”. This theory is advocated by Dr. Dewey and his school.

II. Thes theory which substitutes “probability” for “truth”.
This theory is advocated by Professor Reichenbach.

IIL The theory which defines “truth’” as “coherence”. This
theory is advocated by Hegelians and certain logical positivists.

IV. The correspondence theory of truth, according to which
the truth of basic propositions depends upon their relation to
some occurrence, and the truth of other piopositions depends
upon their syntactical relations to basic propositions.

For my part, I adhere firmly to this last theory. It has, however,
two forms, between whicl .he decisicn is not easy. In one form,
the basic propousitions must be derived from experience, and
therefore propositions which car 1ot be suitably related to
experience are neither true nor false. In the other form, the basic
propositions need not be related to experience, but only to “fact”,
though if they are not related to experience they cannot be known.
Thus the two forms of the correspondence theory differ as to
the relation of “truth” to “knowledge”.

Of the above four theories, I 1.ave discussed the third in
Chapter X; the first and second, which have a certain affinity,
I shall discuss in a later chapter. For the present, I shall assume
that “truth” is to be defined by correspondence, and examine
the two forms of this theory, according as “‘expeience” or “fact”
is taken as that with which truth must correspond. 1 will call
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these two theories the “epistemological’” and the “logical” theory
respectively. I do not mean to suggest that the “logical” theory
is more logical than the other, but only that it is the one tech-
nically assumed in logic, which is involved in certain difficulties
if the theory is rejected,

Over a great part of the field, the two theories are identical.
Everything that is wue according to the epistemological theory
is also true according to the logical theory, though not vice versa.
All the basic propositions of the epistemological theory are also
basic in the logical theory, though again not vice versa. The
syntactical relations of basic propositions to other true pro-
positions are the same in both theories. The propositions that
can be known empirically are the same in both theories. There
are differences, however, in regard to logic; in the logical theory
all propositions are either true or false, whereas in the epistemo-
logical theory a proposition is neither true nor false if there is no
evidence either for or against it. That is to say, the law of ex-
cluded middle is true in the logical theory, but not in the episte-
mological theory. This is the most important difference between
them.

It will be observed that the correspondence used in defining
“truth”, in both theories, is only to be found in the case of basic
propositions. Such a proposition as “all men are mortal”,
assuming it true, derives its truth from “A is mortal”, “B is
mortal”, etc., and each of these derives its truth from such pro-
positions as “A grows cold”, “B grows cold”, etc. These pro-
positions, for certain values of A and B, can be derived from
observation; they are then basic propositions in both theories.
They will (if true) be basic propositions in the logical theory,
even when they are not observed; the logical theory will hold
that there is a “fact” which would make the statement “A grows
cold” true, even if no one is aware of this fact—or, alternatively,
that there is an opposite fact, or rather set of facts, from which it
would follow that A is immortal.

In the epistemological theory, basic propositions are defined
as in Chapter X. In the logical theory, they must have a definition
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not referring to our knowledge, but such that, with this new
logical definition, “experienced basic propositions” become
identical with ’basic propesitions” in the epistemological theory.
The logical definition }s 80 be obtained by observing the logical
form of epistemologically basic propositions,eand omitting the
condition that they must be experienced, while retaining thé
conditiun that they must be true (in theesense of the logical
theory).

In the epistemological theory, we say that a “basic” sentence
i; one that “corresponds” to an “experience”, or “expresses” an
“experience”. The definition of “corresponding” or “expressing”
is in the main behaviouristic. “Experience” can be surveyed, but
on our present view it can hardly be defined. On the alternative
“logical” yiew, “‘experiences” can be defined as a certain sub-class
of “facts™. "

Sentences which express.experiences arc of certain logical forms.
When they express such experiences as supply the data of physics,

they are always atomic. As regards the data of psychology, there

are difficulties in mamtammg that this is the case, but we have
seen reason to think these difficulties not irsuperable. There are
recollections involving logical words such as “or” and “some”;
more generally, there are “propositional attitudes”, such as
believing, doubting, desi. 1g, etc. The questicn of propositional
attitudes is complex, and involves considcrable discussion, but
our analysis of belief has been in >nded to show that the basu.
propositions in regard to them arc not essentially different from
those required in physics.

Assuming the logical forms of epistemologically basic sen-
tences decided, we can proceed to coasider the Ingical theory of
basic sentences. But it must be said that the point of view we are
now to consider is disputable. Its ... n merit is that it allows us
to believe in the law of excluded middle.

If the law of excluded middle is assumed, any sentence which
is epistemologicaliy basic will remain true-or-false if any word
in it is replaced by aruiher word of the same ]ogncal type. But
when a sentence is epistemologically basic, the'fact to which it
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corresponds, and in virtue of which it is true, is experienced.
When one or more of the words in the sentence are changed, there
may be no experience which is expressed by the new sentence;
there may also be no syntactical relatiori tG any epistemologically
basic sentence in virtue of which the new sentence has derivative
truth or falsehood. Therefore we must either abandon the law
of excluded middle ov enlarge our definition of truth.

If, reverting to the epistemological theory, we abandon the
law of excluded middle, we can define derivative truth in terms
of “verifiability”: a sentence is “verifiable” when it has one of
certain assigned syntactical relations to one or more epistemo-
logically basic sentences. A sentence which has no such syn-
tactical relation will be neither true nor false. (Certain syntactical
relations to basic sentences make a sentence “probable”; in this
case, also, we shall be obliged, on our present plan, to deny that
the sentence is true-or-false.) .

Per contra, we may adhere to the law of excluded middle, and
seek a logical as opposed to an epistemological definition of
“basic sentences”. This course requires, first, a definition of
“significant” sentences. For this purpose we set up the following
definitions:

A sentence is “verifiable” when either (a) it is epistemologically
basic, or (&) it has certain syntactical relations to one or more
epistemologically basic propositions.

A sentence is “significant” when it results from a verifiable
sentence S by substituting for one or more words of S other
words of the same logical type.

The law of excluded middle will then be asserted to apply to
every significant sentence.

But this will require a new definition of “truth”.

We said in the epistemological theory that the truth of a
“basic” sentence is defined by correspondence with an “experi-
ence”. We may, however, substitute “fact” for “experience”,
and in that case, an unverifiable sentence may be “true” because it
corresponds with a “fact”. In that case, if the law of excluded
middle is to be retained, we shail have to say that, whenever there
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is a verifiable sentence “f(z)” containing a certain.word “@”,
which is verified by the appropriate fact about 4, if “6” is a word
of the same type as “q}’, llfere is a fact indicated by the sentence
“f(8)" or there is a fact indicated by the senterice “not -f(6)".

Thus the law of excluded middle involves us in much difficule
metaphvsics.

If the law of excluded middle is to be retained, we shall have
to proceed as follows:

(1) “Fact” is undefined.

(2) Some facts are “experienced”.

(3) Some experienced facts are both “expressed” and “indi-
cated” by sentences.

(4) It “a” and “4” are words of the same logical type, and
“f(a)” is"a sentence expressing an experienced fact, then either
“f(4)” indicates a fact or “not- -f(6)” indicates a fdct.

(5) “Data’ are sentences expressing and indicating experienced
facts.

(6) ““Veritiable” sentences are those having such syntactical
relations to data as make them deducible from data—or, we may
add, more or less probable in relation to data.

(7) “True” sentences are such as either indicate facts, or have
the same syntactical relations to sentences indicating facts as
verifiable sentences have to data.

On this view, verifiable sentences are a sub-class of true
sentences.

It seems fairly clear that the law of excluded middle cannot
be preserved without the metaphysical principle (4) above.

There are difficulties in both theories of truth. The epistemo-
logical theory of truth, consistently developed, limits know!edge
to a degree that seems excessive, : a? that is not intended by its
advocates. The logical theory invoives us in metaphysics, and
has difficulties (not insuperable) in defining the correspondence
which it requires for the definition of “truth”

Whichever theory we adopt, it should, I think, be conceded
that meaning is limited to experience, but szgmﬁcance is not.

As regards meaning: we may, on the usualgrounds, ignore
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words that- have a dictionary definition, and confine ourselves
to words of which the definition is ostensive. Now it is obvious
that an ostensive definition must a'épcnd upon experience;
Hume’s principle, “no idea without an antecedent impression”,
eertainly applies to learning the meaning of object-words. If
our previous discussions have been correct, it applies also to
logical words; “not” must derive its meaning from experiences
of rejection, and “or” from experiences of hesitation. Thus no
essential word in our vocabulary can have a meaning inde-
pendent of experience. Indeed any word that / can understand
has a meaning derived from my experience.

As regards significance: this transcends my personal experience
whenever [ receive information; it transcends the experience of
all mankind in works of fiction. We experience “Hamlet”, not
Hamlet; but our emotions in reading the play have to do wnth
Hamlet, not with *“Hamlet”. “Hamlet” is a word of six letters;
whether it should be or not be is a question of little interest,
and it certainly could not make its quietus with a bare bodkin.
Thus the play “Hamlet” consists entirely of false propositions,
which transcend experience, but which are certainly significant,
since they can arouse emotions. When I say that our emotions
are about Hamlet, not “Hamlet”, I must qualify this statement:
they are really not about anything, but we think they are about
the man named “Hamlet”. The propusitions in the play are false
because there was no such man; they are significant because we
know from experience the noise “Hamlet”, the meaning of
“name” and the meaning of “man”. The fundamental falsehood
in the play is the proposition: the noise “Hamlet” is a name.
(Let no one make the irrelevant remark that perhaps there was
once a Prince of Denmark called “Hamlet”.)

Our emotions about Hamlet do not invoive belief. But emo-
tions accompanied by belief can occur in very similar circum-
stances. St. Veronica owes her supposed existence to a verbal
misunderstanding, but is none the less capable of being an
object of veneration. In like manner the Romans revered
Romulus, the Chinese revered Yao and Shun, and the British
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revered King Arthur, though all these worthies were literary
inventions.

We saw in Chapter XrV that a belief such as “you are hot”
involves a variable in its complete expression, Can we say that
every belief of mine which transcends my personal experience
involves at least one variable? Let us take an instance as un-
favourable as possible to this hypothesis. Sippose I am standing
with a friend looking at a crowd. My friend says “there’s Jones™.
I believe him, but cannot see Jones, whom I am supposing known
to me as well as to my friend. 1 shall suppose that my friend
and I attach the same meaning to the word “Jones”; fortunately
it is not necessary in the present connection to discuss what this
meaning is. The word “there” is, for our purposes, the crucial
one. As tised by my friend, it is a proper name for a certain
visual direction. (We have discussed in Chapter VII the sense
in which “there”, which is an egocentric particular, can be
regarded as a proper name.) My friend may elucidate the word

“there” by pointing; this enables me to know approximarely
what direction he is calling “there”. But whatever he may do or
say, the word “there”, to me, is not a proper name, but only a
more or less vague description. If T see Jones, I may say: “‘oh
yes, there he is”. 1 am then uttering a proposition which my
friend’s statement had .ailed to convey to me. The heard word
“there” as used by my friend means to me only *‘somewhere
within a certain region”, and thus involves a variable.

Let us try to define the word “experience”, which is often
used very loosely. It has different, though connected, meanings
in different connections. Let us begin with a linguistic definition.

Linguistically, a word has a meaning which lies within “ex-
perience” if it has an ostensive definition. The word ‘Hamler’
does not have a meaning which lies within experience, because I
cannot point to Hamlet. But the word “ ‘Hamlet’” does have a
meaning; which lies within experience, because it means the
word ‘damlet’, which I can point to. When a word has‘an
ostensi'e definition, we will call it an “experience-word”. Among
such words are included all genuine proper names,all theapparatus
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of predicates and relations that have no dictionary definitions,
and also some few logical words as expressing states of mind
such as rejection or hesitation.

The above definition is satisfactory wiile we are concerned
with language, but elsewhere is too narrow. Understanding a
word in virtue of an ostensive definition is merely one kind of
habit, and “‘experiene” may, in some of its uses, be identified
with “habit”. Or, to speak more exactly, we may say that the
difference between an event which is “experienced” and one
which merely occurs is that the former, but not the latter, gives
rise to a habit.

The above definition has both advantages and disadvantages.
In considering what these are, we must remember that the main
question we are concerned with is whether we have ahy know-
ledge as to what is not experienced, and that it is in order to
make this question precise that we are seeking a definition of
“experience”’. Now every one would agree that “experience” is
confined to animals, and perhaps plants, but is certainly not to be
found in inanimate matter. Most people, if asked to mention the
difference between a man and a stone, would probably reply that
the man, but not the stone, is ““conscious”. They would probably
concede that a dog is “conscious”, but would be doubtful about
an oyster. If asked what they mean by “conscious”, they would
hesitate, and perhaps in the end would say that they mean “aware
of what is happening about us™. This would lead us 1o the dis-
cussion of perception and its relation to knowledge. People do
not say that a thermometer is “aware” of the temperature, or a
galvanometer of an electric current. Thus we find that “aware-
ness”; as the term is commonly used, involves something more
or less of the nature of memory, and this something we may
identify with habit. In any case, habit is what mainly distinguishes
the behaviour of animals from that of inanimate matter.

Reverting to our definition of “experience”, we may observe
that an event which we are said to “experience’” must continue
to have effects after it has ceased, whereas an evenr which merely
happens exhausts its effects in ‘the moment of its happening. As
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it stands, however, this is lacking in precision. Every event has
indirect effects to the end of time, and no event has direct effects
except at the moment. “Habit” is a concept which is intermediate
between complete igndrance and complete knowledge. It is to
be supposed that, if our knowledge were adequite, the behaviour
of living bodies could be reduced to physics, and habit would
be reduced to effects on the brain which might be compared to
water-courses. The route taken by water in flowing down a
hillside is different from what it would be if no rain had ever
fallen there before; in this sense, every river may be regarded as
embodying a habit. Nevertheless, since we can understand the
effect of each rainfall in digging a deeper channel, we have no
occasion to use the notion of habit in this connection. If we had
equal knoavledge of the brain, it is to be supposed that we could
equally dispense with habit in explaining animakbehaviour. But
this would be only in the-sense in which the law of gravitation
enables us to dispense with Kepler’s laws: habit would be deduced,
not assumed, and in being deduced would be shown to be not a
wholly accarate law. Kepler could not explain why planetary
orbits are not exact ellipses, and similar limitations apply to
theories of animal behaviour which begin with the law of habit.

In the present state of our knowledge, however, we cannot
avoid using the notion cf habit; the best we can do is to remember
that “habit”, and all concepts derived from it, have a certain
provisional and approximate character. This applies in particular
to memory. An adequate phyciology and psychology would
deduce memory, as Newton deduced Kepler’s laws, as something
approximately true, but subject to calculable and explicable
inaccuracies. Veridical and misleading memories would be
brought under the same laws. But this is a distant ideal, and for
the presznt we must do our best with concepts which we believe
to be provisional and not quite accurate.

With these provisos, we may, I think, accept the view that
an evet is said to be “experienced” when it, or a series of simjlar
events of which it is one, gives rise to a habit. It will be observed
that, according to this definition,«very event that is remembered
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is experienced. An event may, however, be experienced without
being remembered. I might know by experience that fire burns,
without being able to recollect any pacticular occasion on which
I had been burnt. In that case the occasiofis on which I had been
burnt would have been experienced but not remembered.

Let us now try, first, to state positively the relation of empirical
knowledge to experience, as it results from our previous dis-
cussions. When this has been done, we can proceed to defend our
view against those of certain other philosophers.

Dependence upon my experience is complete in the case of
all beliefs in the verbal expression of which there are no variables,
i.e. no such words as “all” or “some”. Such beliefs must express
my perceptive experience, the only extension being that the
experience may be recollected. The experience concerned must
be mine and no one else’s. Everything that I learn from others
involves variables, as we saw in discussing the man who says
“there’s Jones”. In such a case, the belief conveyed to the auditor
is never that expressed by the speaker, though it may, in favourable
cases, be logically deducible from it. When a man, in my hearing,
makes a statement “‘fa”, where “a” is the name of somcthmg
that I have not expenenced if I believe him I believe, not *
(since for me “a” is not a name), but “there is an x such that f' x”,
Such a belief, although it transcends my experience, would not
be excluded by any of the philosophers who wish to define
“truth” in terms of “experience”.

It may be said: when a man exclaims “there’s Jones” and I
believe him, the cause of my belief is his exclamation, and the
cause of his exclamation is his perception; therefore my belief
is still based upon perception, though indirectly. I have no wish
to deny this, but I want to ask how it is known. In order to bring
out the point at issue, [ shall assume it true that my friend said
“there’s Jones™ because he saw Jones, and that I believed Jones
was there because I heard my friend say so. But unless my friend
and T are both philosophers, the two words “because” in this
statement must both be causal, not logical. I do not go through
a process of reasoning in arriviag at the belief that Jones is there;

.
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given the stimulus, the belief arises spontaneously Nor does my
friend go through a process of reasoning in passing from the
percept to the utterance “there’s Jones”; this also is spontaneous.
The causal chain is tHus® clear: Jones, by reflecting sun light,
causes a percept in my friend; the percept cafises the utterance
“there’s Jones”, the utterance causes an auditory percept in me,
and the audttory percept causes in me the belief “Jones is some-
where in the neighbourhood”. But the question we have to ask
is: what must I know in order that, as a reflective philosopher, 1
may know that this causal chain affords a ground for my belief?

I'am not now concerned with common sense reasons for doubt,
such as mirrors, auditory hallucinations, etc. I am willing to
suppose that everything happened as we naturally think it did,
and even, o avoid irrelevances, that in all similar cases it has so
happened. In that case, my beliefs as to the causat antecedents of
my belief that Jones is in the neighbourhood are true. But true
beliet is not the same thing as knowledge. If 1 am about to become
a father, I may believe, on grounds of astrology, that the child
will be a boy; when the time comes, it may turn out to be a boy;
but I cannot be said to have known that it would be a boy. The
question is: is the true belief in the above causal chain any better
than the true belicf based on astrologv?

There is one obvious difference. The prophecies based on the
above causal chain, when they can be tested, turn out to be true;
whereas astrological prophecies a: to the sex of a child will, in a
series of cases, be false as often 23 they are true. But the hypo-
thesis that the light-waves proceeding from Jones, the percept
and utterance of my friend, and the sound-waves proceeding
from him to me, are mere auxiliary fictions in the causal inter-
conncction of my percepts, has the same consequences as the
realist hypothesis, and is therefore equally tenable if my percepts
are the sole ground of my empirical knowledge.

This, however, is not the main objection. The main objection
is that, if it is meaningless to suppose that there are unexperienced
events, the light-waves and sound-waves involved in the realist
hypothesis are mcaningless. Unless we assume a plenum of
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Leibnizian monads, all causation between human beings will
have to be telepathic: my friend experiences himself saying
“there’s Jones”, and after a time, without anything relevant
having happened meantime, I hear whdt He has said. This hypo-
thesis seems preposterous, and yet, if we deny that there can be
truth about unexperienced events, we shall be forced to adopt it.
Thus if we assert that'it is meaningless to say that there are events
which no one experiences, we cannot avoid conflicting grossly
with scientific common sense—just as grossly, in fact, as if we
were solipsists.

Nevertheless, the hypothesis that only experienced events
occur is not logically refutable, any more than the solipsist hypo-
thesis. We need only suppose that, in physics, all those events
that are not experienced are mere logical fictions, introduced for
convenience in interconnecting the events that are experienced.
In this hypothesis, we accept the experiences of others, and there-
fure admit testimony, but we do not admit unperceived events.
Let us consider whether anything is to be said in favour of this
hypothesis from the standpoint of the meaning of “truth”.

The main argument will be derived from the difficulty of
defining the correspondence which is to constitute basic truth in
cases in which no percept is involved. Between a certain percept
and the utterance “there’s Jones” there is a causal connection
which we more or less understand; this connection constitutes
the correspondence in virtue of which the utterance is “true”.
But where no percept is involved, no such simple type of corre-
spondence is possible.

It will be remembered, however, that propositions which go
outside the experience of the speaker always involve variables,
and that such propositions necessarily derive their truth (when
they are true) from a correspondence of a different kind from
that involved in the case of propositions not involving variables.
Tlie statement “there are men in Los Angeles” is verified by any
one of a number of facts, namely that A is there and is a man,
that B is there, etc. No one of these has any special claim to be
the verifier of the statement. Orl purely logical grounds, therefore,
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we should not expect the same kind of correspondence, or truth
of the same “type”, in the case of unperceived events as in that
of events that are percexved

Let us take the statemént “you are hot” , which we considered
in Chapters XV and XVI. We decided that, in’order to interpres
this, we must be able to describe some occurrence x which is
part of your present biography but of no®one else’s, and then
add “hotness is compresent with x”. In order to make sure that x
belongs to no other biography, we must use some quality of the
sort employed in defining spatio-temporal position. We suggested
your percept of your body, but your percept of my body would
do equally well. By means of the laws of perspective and my
location of my percept of your body among my other percepts,
I can apptoximately infer the character of your visual percept of
your body. If R is the perspective relation that I use in this
inference, while @ is my visual percept of your body and C is
the relation of compresence, “you are hot”” means “there is an x
which has the relation R to @ and the relation C to hotness™.
Here all the constants—i.e. all the terms except x—are derived
from experience. The correspondence with fact (supposing the
proposition true) is of the only kind possible for existence-
propositions. From “I am hot” I can infer “some one is hot”;
this has the same sort uf correspondence with fact as “you are
hot” on the above interpretation. The difference lies not in the
kind of correspondence, but in ti-e circumstance that in the one
case the verifying fact is a percept of my own and in the other
it is not.

Let us now take a statement about something that no one
experiences, such as sound-waves or light-waves. I am not
arguing that such statements can be known to be true; 1 am only
concerned to assign a significance to them. Suppose you and I
are at a considerable distance from each other along some
measured road. You fire a pistol, and I first see the smoke and
then hear the report. You move along the road while I stand still;
I find by experiment that the time between my seeing the flash
and hearing the report is proportfonal to your distance from me.
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So far I have introduced nothing that transcends my experience.
Your movement may be taken as the movement of my percept
of you, your position on the road may be taken as the position
of my percept of you on my percept of the road, and your dis-
#ance from me may be taken to be the number of percepts of
measuring-posts between my percept of my body and my percept
of yours. Equality “of distance between successive measuring
posts is easily interpreted subjectively, since the space con-
cerned may be taken to be the space of my percepts, not physical
space.

The essential transition involved is that from perceptual to
physical space. To eliminate testimony, which is not essential
in the present connection, I shall suppose, not that you fire a
pistol, but that I have placed a series of time-bombs at the various
measuring posts, and that I measure the intervals between seeing
and hearing the various explosions. What is the nature of the
inference from these subjective experiences to physical space?

It must be understood that I am not discussing any inference
performed by common sense. Common sense believes in naive
realism, and makes no distinction between physical and per-
ceptual space. Many philosophers, although they have realized
that naive realism is untenable, nevertheless retain some opinions
logically connected with it, more particularly in this matter of
different kinds of space. The question that I am discussing is this:
having realized all that is implied in the rejection of naive realism,
how can we enunciate the hypothesis that there is physical space,
and what sort of principle would (if true) justify us in believing
this hypothesis ?

Part, at least, of the hypothesis involved is that a cause and its
effect, 1f separated by a finite time-interval, must be connected
by a continuous intermediate causal chain. There is evidently a
causal relation between seeing and hearing the explosion; when
I am on the spot, they are simultaneous; we therefore assume
thiat, when they are not simultaneous, there has been a series of
intermediate occurrences, which, however, were not perceived,
and are therefor= not in percéptual space. This point of view is
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reinforced by the discovery that light, as well as sound, travels
with a finite velocity.

We may therefore take, as a principle which will serve for
the purposes of discudsidn: if, in my experience, an event of
kind A is always followed, after a finite interval, by an event of
kind B, there are intermediate events which interconnect them.
Some such principle is certainly involved im scientific procedure;
its exact form is, for our purposes, unimportant.

This is an instance of a more general question: given an
existence-proposition of which I do not experience any verifer,
what is involved in supposing that I can know it? The problem
is, in part, not cssentially different in the case of “there are sound-
waves in air” and “ihere are people in Semipalatinsk’. In the
latter case, it is true, T could experience verifiers by taking a
journey, whereas in the former case I could not. But so long as I
do not actually take the journey, this difference is not decisive.
Each proposition is believed, not on sensible evidence alone, but
on a combination of sensxble evidence with some non-demon-
strative form of inference.

Perhaps all non-demonstrative inferences can be reduced to
induction? The argument would be as follows: T infer people in
Semipalatinsk, and subsequently verify my inference. Many
instances of such verifice ion make me feel confidence in similar
inferences even when unveritied. But is it possible for an inductive
inference to be not merely unve:ified, but unverifiable? This is
the case of sound-waves, which c.n never be perceived. Do these
require some further principle than induction ?

It might be said: the hypothesis of sound-waves enables us
to predict occurrences which are verifiable, and thus receives
indirect inductive confirmation. This depends upon the general
assumption that, as a rule, untruc hypotheses will have some
consequences that can be shown by experience to be false.

At this point, there is a substantial difference between hypo-
theses about what can be experienced and hypotheses about what
cannot. The hypothesis that whenever I have seen an explosion
I shall soon hear a noise is oner which, if false, will sooner or
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later be proved false by my experience. But the hypothesis that
the sound reaches me by means of sound-waves might be false
without ever leading to any consequence that experience would
show to be false; we can suppose thit the sound-waves are a
gonvenient fiction, and the sounds which I hear occur as if borne
by sound-waves, but in fact without non-sensible antecedents.
This hypothesis canfiot be rejected on grounds of induction; if
it is to be rejected, it must be on grounds of some other kind,
for example, on the basis of the principle of continuity mentioned
above.

We may distinguish four assemblages of events: (1) those
that I experience, (2) those in which I believe on the basis of
testimony, (3) all those ever experienced by human beings,
(4) those assumed in physics. Of these I know empirically that
portion of (1) that I now perceive or remember; from these I can
arrive at my future or forgotten experiences by assuming induc-
tion. I can arrive at (2) by means of analogy, if I assume that
speech or writing which I hear or see “means” what it would if
I spoke or wrote it. Given this assumption, I can by induction
arrive at (3). But how about (4)?

It may be said: I believe in (4) because it leads to a harmonious
body of theory, at all points consistent with (1), (2), and (3),
and giving a simpler statement of the laws governing the occur-
rence of (1), (2), and (3), than can be obtained otherwise. As to
this, however, it should be said that (1) alone, or (2) alone, or
(3) alone, allows an equally harmonious theory by merely
supposing the events in excluded groups to be convenient fic-
tions. The four hypotheses—(1) alone, (2) alone, (3) alone, or
(4)—are empirically indistinguishable, and if we are to adopt
any except (1) alone we must do so on the basis of some non-
demonstrable principle of inference, which cannot be rendered
either probable or improbable by any empirical evidence. Since
no one accepts (1) alone, I conclude that there are no true em-
piricists, and that empiricism, though not logically refutable, is
in fact believed by no one.

The argument that an unverffiable existence-proposition, such
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as those of physics, is unmeaning, is to be rejected. Every con-
stant in such a proposition has a meaning derived from experience.
Many such propositions—se.g. “‘the good, when they die, go to
heaven”—have a powetful effect both on emotion and on action.
Their type of relation to fact, when they are true, is just the same
as in the case of verifiable existence-propositions or general pro*
positions. I conclude that there is no ground in the analysis of
significance for rejecting them, and that empiricism affords only
such grounds against (4) as apply equally against (2) and (3).
I therefore accept the law of excluded middle without quali-
fication.

To sum up the result of this long discussion: what we called
the epistemological theory of truth, if taken seriously, confines
“truth” 0 propositions asserting what I now perceive or
remember. Since no one is willing to adopt so marrow a theory,
we are driven to the logical theory of truth, involving the possi-
bility of events that no one experiences and of propositions that
are true although there can never be any evidence in their favour.
Facts are wider (at least possibly) than experiences. A “veri-
tiable” proposition is one having a certain kind of correspondence
with an experience; a “true” proposition is one having exactly
the same kind of correspondence with a fact—except that the
simplest type of corresp. adence, that which occurs in judgments
of perception, is impossible in the case of all other judgments,
since these involve variables. Sine an experience is a fact, veri-
fiable propositions are true; but there is no reason to suppose
that all true propositions are verifiable. If, however, we assert
positively that there are true propositions that are not verifiable,
we abandon pure empiricism. Pure empiricism, finally, is believed
by no one, and if we are to retain beliefs thar we all regard as
valid, we must allow principles ~ inference which are neither
demonstrative nor derivable from experience.
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Chapter XXd1

SIGNIFICANCE AND VERIFICATION

In Chapter XXI, I considered what may have been thought a
parody of empiricism, and decided against it. I did not mean
to decide against all possible forms of empiricism, but only to
bring out certain implications of what is generally accepted as
scientific knowledge, which seem to me to be insufficiently
realized by most modern empiricists. It will serve to give precision
to what I am asserting to compare it with opinions with which
I am very nearly in agreement. For this purpose, | shall, in the
present chapter, examine in detail certain parts of Carnap’s
“Testability and Meaning”.* This is an important and careful
analysis; in particular, his distinction between *‘Reduction” and
“Definition” throws much light on the theory of scientific
method. In so far as I have any disagreement with Carnap’s
views, this arises almost entirely from my belief that he begins
rather too late in his analyses, and that certain prior problems,
to which the present work is mainly devoted, are more important
than he would be inclined to admit. Thic opinion I shall now
proceed to defend controversially.

Carnap begins with a discussion of the relation between the
three concepts “meaning”, “truth”, and “verifiability”. (What
he calls “meaning” is what I have called “significance”, i.e. it
is a property of sentences.) He says:

“Two chief problems of the theory of knowledge are the
question of meaning and the question of verification. The first
question asks under what conditions a sentence has meaning, in
the sense of cognitive, factual meaning. The second one asks
how we get to know something, how we can find out whether a
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given sentence is true or false. The second question presupposes
the first one. Obviously we must understand a sentence, i.e. we
must know its meaning, before we can try to find out whether it
is true or not. But, fronl the point of view of empiricism, there
is a still closer connection between the two préblems. In a certain
sense, there is only one answer to the two questions. If we knew
what it would be for a given sentence to be found true then we
would know what its meaning is. And if for two sentences the
conditions under which we would have to take them as true
are the same, then they have the same meaning. Thus the meaning
of a sentence is in a certain sense identical with the way we
determine its truth or falsehood; and a sentence has meaning only
if such a determination is possible.”

Carnap regards as oversimplified the thesis “that a sentence is
meaningful if and only if it is verifiable, and tiat its meaning is
the method of its verification”. This formulation, he says, “led
to a t0o narrow restriction of scientific language, excluding not
only metaphysical sentences but also certain scientific sentences
having factual meaning. Our present task could therefore be
formulated as that of a modification of the requirement of veri-
fiability. It is a question of a modification, not of an entire rejection
of that requirement.”

The cruder view is - :ated, for example, by Schlick:* “Stating
the meaning of a sentence amounts to stating the rules according
to which the sentence is to be u:>d, and this is the same as asking
the way in which it can be verilied (or falsified). The meaning of
a proposition is the method of its verification [my italics]. There is
no way of understanding any meaning without ultimatereference
to ostensive deﬁnitions, and this means, in an obvious sense,
reference to ‘experience’ or possnb:hty of verification’.”

In this passage, Schlick falls iii0 a fallacy from failure to dis-
tinguish between words and sentences. All necessary words, as
we have seen, have ostensive definitions, and are thus dependent
on experience for their meaning. But it is of the essence of the
use of language that we can understand a sentence correctly
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compounded out of words that we understand, even if we have
never had any experience correspondmg to the sentence as a
whole. Fiction, history, and all giving of information depend
upon this property of language. Stated formally: given the
experience necessary for the understanding of the name “” and
the predlmte “P”, we can understand the sentence “a has the
predicate P” without the need of any experience corresponding
to this sentence; and when I say that we can understand the
sentence, I do not mean that we know how to find out whether
it is true. If you say “Mars contains inhabitants as mad and
wicked as those of our planet”, I understand you, but I do not
know how to find out whether what you say is true.

Again, when it is said that “the meaning of a proposition is
the method of its verification”, this omits the proposiiions that
are most nearly certain, namely judgments of perception. For
these there is no “method of verification”, since it is they that
constitute the verification of all other empirical propositions that
can be in any degree known. If Schlick were right, we should
be committed to an endless regress, for propositions are verified
by means of other propositions, which, in turn, must derive their
meaning from the way in which they are verified by yet other
propositions, and so on ad infinitum. All those who make “veri-
fication” fundamental overlook the real problem, which is the
relation between words and non-verbal occurrences in judgments
of perception.

The process of verification is never sufficiently examined by
those who make it fundamental. In its simplest form, it occurs
when I first expect an event and then perceive it. But if an event
occurs without my having first expected it, I am just as capable
of perceiving it and forming a judgment of perception about it;
yet in this case there is no process of verification. Verification
confirms the more doubtful by means of the less doubtful, and
is therefore essentially inapplicable to the least doubtful, viz.
judgments of perception.

Let us now return to Carnap. He says “if we knew what it
would be for a given sentence <o be found true then we would
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know what its meaning is”. Here, on grounds which I have given
previously, we must distinguish sentences containirig variables
from such as contain only constants. Let us take first the case
in which there are onty onstants; consider, for example, some
subject-predicate sentence “P(a)”, where the predicate “P” and
the name “e” both have ostensive definitions. This implies thdt
I have had experiences which were expressed in sentences “P(8)”,
“P(c)”, “P(d)” . . . by means of which I acquired the habit of
associating “P”” with P; it also implies that I have had experiences
which were expressed in sentences “Q(a)”, “R(a)”, “S(a)” . . .
by means of which I acquired the habit of associating “a » with a.
But it is assumed that I have never had an experience which I
should express in the sentence “P(a)”’. However, I am supposed
“to know what it would be for this sentence to be found true”.
I do not see what this can mean except that we xan imagine the
percept which would lead us to pronounce the sentence *“P(a)”
as a judgment of perception. This is certainly a sufficient condition
for understanding the sentence, but I am not sure that it is a
necessary one. For example, if we hear *“P(a)” asserted, we may
act appropriately without any intermediarv between hearing and
acting, and we must then be said to understand the senténce.

Let us now take the much commoner case in which the sen-
tence concerned contair- at lcast one variable. According to what
has been said in previous chapters, it is doubtful whether a pro-
position which is not a judgmen- of perception can ever contain
no variable; thus perhaps the cas. discussed in the last paragraph
never occurs. In any case, when it seems to occur the sentence
concerned will be found, usually if not always, to be an existence-
sentence: “there is an x such that . . .”

In the caseof a sentenceof theform “thcte is an x such that . . .”,
to say “what it would be for the wentence to be found true” is
not easy, and involves another sentence of the same form. Take
the case of a murder, committed, according to the verdict of the
coronet’s Court, by some person Or persons unknown. (We will,
for simplicity, omit “or persons”.) In what sense do we know

“what it would be for this sertence to be found true”? The
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simplest hypothesis is that some new witness comes forward
and says he saw the murder committed by Mr. A. I shall omit
the possibility of perjury. We have thus, while we are considering
the possibility of a new witness, a whele series of hypothetical
percepts: Bor Cor D . . . or Z seeing A doit; Aor Cor D
.. orZseeing Bdoit; AorBorDor...Zseeing Cdo
it; and so on—wherq A, B, C . . . Z are all the men there are.
Thus to know what it would be for the sentence to be found
true is to know what it would be for some man to sce some other
man committing the murder, i.e. to know what is meant by
another sentence of the same form.

Speaking generally, the sentence “there is an x such that fx”
may be found true if “fa” or “f4” or “f¢”, oretc., is a judgment
of perception. The sentence has a multitude of possible, verifiers,
and therefore we cannot, in advance, describe its verification
except by another existence-sentence.

At this point, however, it is necessary to recall what we said
in connection with memory, to the effect that we may, in virtue
of past perception, know an existence-proposition without
knowing the definite perceptive proposition which existed on the
occasion that gave rise to our present vague recollection. If
memory is accepted —as I think it must be—as an independent
source of knowledge (independent logically, not causally, since
all memories are causally dependent on previous percepts), then
a sentence must be considered verified if it either expresses or
follows from a present recollection. In that case, there will be a
kind of verification which consists in arriving at an existence-
proposition expressing a memory-belief. This kind of verifica-
cation, however, in view of the fallibility of memory, is inferior
to that by perception, and we shall always endeavour, as far as
we can, to supplement it by perceptive verification.

I omit, for the moment, the case of universal propositions such
as “all men are mortal”. For the moment, I am only concerned
to show that the phrase “what it would be for a sentence to be
found true” is one of which the interpretation is far from simple.

Between the method that I advocate in theory of knowledge
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and that advocated by Carnap (in company with many others),
there is a difference in starting-point which is very important

“and (I think) insufficiently realized. I start from sentences about
particular occurrences, such as “this is red”, “that is bright”,
“I-now am hot”. The evidence in favour of such a sentence is
not other sentences, but a non-verbal occurrence; the whole of
the evidence is contained in a single such ocgurrence, and nothing
that happens at any other time or place can confirm or confute
this evidence. Previous occurrences are concerned causally in my
use of language: I say “red” because of a habit generated by past
experiences. But the manner in which the habit was formed is
irrelevant to the meaning of the word “red”, which depends upon
what the habit is, not upon how it came about.

Every sentence of the above kind is logically independent of
all the others, severally and collectively. Whenever, therefore,
one such sentence is said to increase or diminish the probability
of another such sentence, this must be in virtue of some principle
of interconnection, which, if believed, must be believed on evi-
dence other than that of perception. The most obvious example of
such a principle is induction.

The sentences that Carnap has in mind must, in viewof what
he says about them, be of a different kind. Some quotations
will help to make this clear.

“We distinguish the zesting of a sentence from its confirma-
tion, thereby understanding a prncedure—e.g. the carrying out
of certain experiments—which leads to a confirmation in some
degree either of the sentence itself or of its negation. We shall
call a sentence restable if we know such a method of testing it;
and we shall call it confirmable if we know under what conditions
the sentence would be confirmed” (p. 42c).

“A predicate ‘P’ of a language L is called observable for an
organism (e.g. a person) N, if, for suitable arguments, e.g. ‘5’,
N is able under suitable circumstances to come to a decision
with the help of few observations about a full sentence, say
‘P(4Y, i.e. to a confirination of either ‘P(8)’ or ‘not-P(8)’ of such
a high degree that he will either agcept or reject*P(6)" ” (p. 454)-
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These passages make it obvious that Carnap is thinking of
sentences having some degree of generality, since various different
occurrences may have a bearing on their truth or falsehood. In
the first passage, he speaks of experimerts which confirm in some
degree the sentence or its negation. He does not tell us what it
Is that we learn from each experiment. Yet unless each experi-
ment taught us somehing, it is difficult to see how it could have
any bearing on the truth or falsehood of the original sentence.
Further: the original sentence must have had a bearing upon
events at various different times, since otherwise the experiments,
which occurred at different times, could not have increased or
diminished the probability of its truth. The sentence must there-
fore have had a greater degree of generality than the sentences
embodying the results of the several experiments. These latter,
therefore, must be of a logically simpler form than the sentence
which they confirm or confute, and our theory of knowledge
ought to begin with them rather than with the sentence that they
are to prove or disprove.

Very similar remarks apply to the second quotation. Carnap
speaks of “few observations” as being necessary to decide the
truth of “P(8)”". Now if more than one observation is possible,
4 must be capable of occurring more than once, and cannot there-
fore be an event, but must have the character of a universal. I
am convinced that this consequence is not intended by Carnap,
but I do not see how it can be avoided—except, perhaps, by the
theory of proper names advocated in Chapter VI, which Carnap
would be compelled to reject in view of the importance that he
artaches to space-time.

Even if we adopt the theory of Chapter VI as to proper names,
we do not really escape from the difficulty as to repetition.
Suppose I see, on two different occasions, a given shade of colour
C. My percept is in each case a complex, from which C has to be
disengaged by analysis, and if I am to use both occasions to give
me knowledge of C, I shall need a judgment of identity: “this
shade of colour that I see is identical with a certain shade that I
remember seeinig”. Such a judgment takes me beyond any
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present perception, and cannot have any high degree of.certainty.

Thus on any theory the possibility of repetition, which Carnap

assumes, involves difficultiés which he does not seem to realize,

and shows that the kind’ of sentence that he is considering is not

the kind from which a discussion of empirical evidence ought to,
start, since it is both less simple and less certain than sentences of

another kind, of which the existence is impled in Carnap’s dis-

cussion, although he does not seem to be aware of this

implication.

All use of language involves a certain universality in fact, but
not neccssar:ly in knowledge. Consider, for example, the deﬁm-
tion of “predicate”. A predicate is a class of similar noises con-
nected with a certain habit. We may say: “let P be a class of
similar noiSes. Then P is, for a given organism N, a *predicae’,*
if there is a class E of similar events such that the oconrrence of
any member of the class E causes in N an impulse to make a
noise of the class P”’. The class of noises P will only have this
property for N if N has irequently experienced members of E
and P in conjunction. Repetition and universality, in fact, are of
the essence of the matter, for language consists of habits, habit
involves repetition, and repetition can only be of universals.
But in knowledge none of this is necessary, since we use language,
and can use it correcily, without being aware of the process by
which we acquired it.

To come to another point: Cariap defines what he means by
an observable predicate, but not, in general, what is to be meant
by a sentence of which the truth can be tested by observation.
For him, a predicate “P” is observable it there is a sentence
“P(4)”” which can be tested by observation; but this does not help
us to know whether “P(c)” can be tested by observation. I
should say that, unless there were a number of sentences of the
form “P(4)"” which had already been tested by observation, the
word “P” would have no meaning, since the habit that con-
stitutes meaning would not have been generated. What is proper
matter for observation, I should say, is rather a.sentence than a

. ’. . -
* Or, more exactly, a predicate having an ostensive dcfinition.
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word: ‘P’ and ‘¢’ may both have a meaning, which must be
derived from experience, but there may be no observation
bearmg on the truth or falsehood of the sentence ‘P(c)’. Whether
this is the case, 1s, to my mind, the important question. And I
«should add that in the kind of sentence which is fundamental for
empirical data, only one single occurrence can give any ground
for asserting or denying ‘P(c)’. As soon ss repetition is possible,
we have passed beyond what is basic.

The word “observable”, like all words involving possibility,
is dangerous. As it stands, Carnap’s definition says that ‘P’ is
“observable” if certain observations could occur. But we cannot,
at the outset, know what observations are possible although they
do not in fact occur. It seems necessary, therefore, to substitute
“observed” for “observable”, and say that the prediate ‘P’ i
observed if observations actually occur which help to deude
about ‘P(4)’ for some &.

Further: Carnap’s definition, as it stands, is purcly causal: the
observations cause the observer to believe P(6) or not-P(é).
Nothing is said—and I do not see how, from his point of view,
anything can be said—to show that there is any reason (as
opposed to cause) why these observations should lead 1o this
belief.

It would thus seem that the definition of an “observable™
predicate ‘P’ reduces to: “A observes ‘P’ if there is a ‘4’ such
that circumstances lead A to assert ‘P(8)’ or ‘not-P(8)’ . In other
words, since all A’s assertions must be the result of circumstances,
“A observes ‘P’ if A asserts ‘P(8)’ or ‘not-P(6)’”’. This makes
the whole theory come to nothing,

Throughout the above discussion, I have not been contending
that what Carnap says is mistaken, but only that there are certain
prior questions to be considered, and that, while they are ignored,
the relation of empirical knowledge to non-linguistic occurrences
cannot be properly understood. 1t is chiefly in attaching impor-
tance to these prior questions that 1 differ from the logical
positivists.

The most important of thesé prior questions is: can anything
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be learnt, and if so what, from a single experience ? Carnap and
the whole school to which he belongs think of knowledge as
scientific knowledge, and & beginning with such proposmons as

“metals conduct electricity”. Such propositions clearly require a
number of observations. But unless each single bservation yields,
some knowledge, how can a succession of observations yield
knowledge? Every induction is based upoh a number of pre-
misses which are more particular than the conclusion: “copper
conducts electricity’” is more particular than “metals conduct
clectricity”, and is itself an induction derived from “this is
copper and conducts electricity”, “that is copper and conducts
electricity”, and so on. Each of these is itself an induction, based,
ultimately, upon a series of single observations. Every single
observatidn teflls the observer something. It may be difficult to
express in words exactly what can be learnt from one observation,
but it is not impossible; I'am at one with the logical positivists
in rejecting the notion of ineffable knowledge. T do not see how
it can be denied that our knowledge of matters of fact is built
up, by means of inference, from premisses derived from single
observations.

It is because I regard single obscrvations as Qupplymg our
factual premisses that I cannot admit, in the statement of such
premisses, the notion of “thing”, which involves some degree
of persistence, and can, therefore, only be derived from a plurality
of observations. The view of Cainap, which allows the concept
of “thing” in the statement of factual premisses, scems to me to
ignore Berkeley and Hume, not to say Heraclitus. You cannot
step twice into the same river, because {resh waters are continually
flowing in upon you; but the difference between a river and a
table is only a matter of degree. Carnap might admit that & river
is not a “thing”; the same arguments should convince him that
atableis not a 1hmg

Curnap advances an argument, which must be examined in
this connection, to prove that *“there is no fundamental differonce
between a universal sentence and a particular serwence with regard
to verifiubility but only a differerfce in degree”, His argument is:
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“Take for instance the following sentence: ‘There is a white
sheet of paper on this table.” In order to ascertain whether this
thing is paper, we make a set of sinfple observations and then,
if there still remains some doubt, we’may make some physical
and chemical exgeriments. Here as well as in the case of the law,
we try to examine sentences which we infer from the sentence in
question. These inferred sentences are predictions about future
observations. The number of such predictions which we can derive
from the sentence given is infinite; and therefore the sentence
can never be completely verified.”

The question of certainty or complete verification is not the
one I wish to discuss. In all the arguments known to me on this
subject, except those of Reichenbach, the question whether a
proposition is certain is mixed up with the question whether it
is a factual premiss. I am prepared to admit thatr what we take
to be perceptive judgments, like recoilections (though in a less
degree), are fallible; this, however, is irrelevant to the question:
“what form ought we to give to the propositions that we admit
as factual premisses ?”

It is obvious that, if nothing can be learnt from one observa-
tion, then nothing can be learnt from many observations. There-
fore our first question must be: “what can be learnt from one
observation ?”” What can be learnt from one observation cannot
contain words applicable to classes of things, such as “paper”
and “table”. We saw in an earlier chapter that “there is a dog”
cannot be a factual premiss, but “there is a canoid patch of colour”
can be.* A factual premiss must not contain words which are
condensed inductions, such as “dog”, “paper”, “table”.

Carnap’s argument, quoted above, really involves appeal to
such factual premisses as I consider essential, but makes this
appeal by the way, and as though it were unimportant. “In order
to ascertain whether this thing is paper, we make a set of simple
observations.” What do we learn from any one of these obser-
vations? On this point Carnap is silent. Again he says: “We try
to examine sentences which we infer from the sentence in question.

Tt is assumed that ‘“‘canoid” is ustd in defining ““dog”, not vice versa.
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These inferred sentences are predictions about future observa-
tions.” This admits that sentences are possible which state what
is to be learnt from a single observation, and makes it obvious
that such sentences give the factual premisses from which we
infer that “this is paper”.

As regards the “certainty” of factual premisses, what is to be'
said is as follows.

First: we give to our factual premisses such a form that no
two groups of them can be mutually inconsistent, and also no
one such premiss can be rendered in any degree probable or im-
probable by any number of others. The interconnecting of factual
premisses, by means of which they are made to confirm or dis-
confirm each other, depends upon principles of inference, notably
induction,. which are never demonstrative, which yield only
probabilities, and which, therefore, are not diSproved when
what they show to be probable does not happen.

Second: the whole of the reason for believing a factual premiss,
in so far as it is a premiss, is the event to which it refers. The
evidence for it, that is to say, is a unique occurrence, not a
sentence or proposition or belief; the evidence is complete at
the moment of the occurrence, was previously non-existént, and
cannot afterwards be strengthened by any further evidence.

Third: if we are to 1. :1d, as many philosophers do, that a
factual premiss may be rejected on the basis of later evidence,
this must be because we accept a z- ior: non-demonstrative forms
of inference, which experience cau neither confirm nor confute,
but which we regard, in some circumstances, as more certain
than the evidence of the senses.

Finally: factual premisses may not be certain, but there is
nothing more certain by which they can be shown to be false.
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Chapter XXIII

WARRANTED ASSERTIBILITY

It will be remembered that, at the beginning of Chapter XXI,
four theories of truth were distinguished, of which I advocate
the fourth, which is the correspondence theory. The third, that
of coherence, was discussed and rejected in Chapter X. The
second, which substitutes “probability” for “truth”, has two
forms, in one of which I can accept it, while in the other I must
regard it as mistaken. In the form in which it merely says that
we are never quite cerrain that a given proposition, expressed
in words, is true, I accept it; but in the form in which it contends
that the concept “truth” is an unnecessary one, 1 reject it. It
seems to me that *“ °p’ is probable” is strictly equivalent to * ‘p
is true’ is probable”, and that when we say * ‘p’ is probable”,
we need some probability that this statement is true. I see no
reason why an advocate of probability, as all that is practically
attainable, should reject “truth” as it appears in the above state-
ments. 1 shall therefore not controvert Professor Reichenbach’s
views, since I believe that, by a small modification, they can be
rendered consistent with my own.

The first of our four theories, on the contrary, differs radically
from the theory that I advocate, and must therefore be discussed.
This is the theory of Dr. Dewey, according to which “warranted
assertibility” should take the place of “truth”. I have already
discussed this theory in The Philosophy of Jokn Dewey, which
is Volume I of “The Library of Living Philosophies”. The
reader is referred to this volume for detail, and, what is more
important, for Dr. Dewey’s answers to my objections. In the
present chapter I wish to confine myself to the general principle,
and to consider it as uncontroversially as is compatible with
giving my reasons for rejecting it.
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It appears from Dr. Dewey’s reply in the above-mentioned
volume that I have unintentionally misunderstood and parodied
his opinions. I am most agxious to avoid doing so if I possibly
can, the more so as I am convinced that there is an important
difference between his views and mine, which will not be
elicited unless we can understand each other. It is because the*
difference goes deep that it is difficult to fing words which both
sides can accept as a fair statement of the issue. This, however,
is what I must attempt.

So far as I can understand Dr. Dewey, his theory is, in outline,
as follows. Among the various kinds of activities in which an-
kind can engage, there is one called “inquiry”, of which the
general purpose, like that of many other kinds of activity, is to
increase the mutual adaptation of men and their environment.
Inquiry uses “assertions’ as its tools, and assertfons are “‘war-
ranted” in so far as they. produce the desired results. But in
inquiry, as in any other practical operation, better tools may,
from time to time, be invented, and the old ones are then dis-
carded. Indeed, just as machines can enable us to make better
machines, so the temporary results of an inquiry may be the
very means which lead to better results. In this process there
is no finality, and therefore no assertion is warranted for all
time, but only at a give- stage of inquiry. “Truth” as a static
concept is therefore to be discarded.

The following passage in Dr. Dewey’s reply to me (loc. cit.,
p- 573) may serve to elucidate his point of view:

“The exclusive devotion of Mr. Russell to discourse is mani-
fested in his assumption that propositions are the subject-matter
of inquiry, a view assumed so unconsciously that it is taken for
granted that Peirce and 1 likewise assume it. But according to
our view—and according to that of ..oy thorough-going empiri-
cist—zthings and events arc the materials and object of inquiry,
and propositions are means in inquiry, so that as conclusions of
a given inquiry they become means of carrying on further
inquiries. Like other means they are modified and improved in
the course of use. Given the bgliefs (I) that propositions are
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from the start the objects of inquiry and (II) that all propositions
have either truth or falsity as their inherent property, and (1II)
then read these two assumptions into theories—like Peirce’s and
mine—which deny both of them, and the product is just the
doctrinal confusion that Russell finds in what we have said.”

First, a few words of personal explanation. Any reader of
the present work will, I hope, be convinced that I do not make
propositions the ultimate subject-matter of inquiry, since my
problem has been, throughout, the relation between events and
the propositions that they cause men to assert. I do not, it is
true, regard rhings as the object of inquiry, since I hold them
to be a metaphysical delusion; but as regards events I do not,
on this point, disagree with Dr. Dewey. Again: as regards
scientific hypotheses, such as quantum theory.or the law of
gravitation, I am willing (with some qualifications) to accept
his view, but I regard all such hypotheses as a precarious super-
structure built on a foundation of simpler and less dubious beliefs,
and 1 do not find, in Dr. Dewey’s works, what seems to me an
adequate discussion of this foundation.

As to truth and falsehood, I should interpret the facts as
regards inquiries and changing hypotheses somewhat differently.
I should say that inquiry begins, as a rule, with an assertion that
is vague and complex, but replaces it, when it can, by a number
of separate asscrtions each of which is less vague and less com-
plex than the original assertion. A complex assertion may be
analysable into several, some true, some false; a vague assertion
may be true or false, but it is often neither. “An elephant is
smaller than a mouse” is vague, and yet definitely false; but
“a rabbit is smaller than a rat” is not definitely either true or
false, because some young rabbits are smaller than some old
rats. When Newton’s theory of gravitation was replaced by
Einstein’s, a certain vagueness in Newton’s concept of accelera-
tion was removed, but almost all the assertions implied by
Newton’s theory remained true. I should say that this is an
illustration of what always happens when an old theory gives
way to a hetter one: the old assertions failed to be definitely
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true or false, both because they were vague, and because they
were many masquerading as one, some of the many being
true and some false. But I do not see how to state the
improvement except in terms of the two ideals of precision
and truth.

One difficulty, to my mind, in Dr. Dewey’s theory, is raised *
by the question: what is the goal of inqujry? The goal, for
him, is not the attainment of truth, but presumably some kind
of harmony between the inquirer and his environment. I have
raised this question before (in the above-mentioned volume),
but have not seen any answer to it. Other activities, such as
building houses or printing newspapers or manufacturing bombs,
have recognizable purposes. In regard to them, the diffcrence
between a_good tool and a bad one is obvious: a good tool
minimizes the labour involved in achieving the purpose. But
“inquiry” is neutral as between different aims: whatever we wish
to do, some degree of inquiry is necessary as a preliminary. If
1 wish to telephone to a friend, I must inquire his number of
the telephone book, taking care to use the most recent edition,
since its truths are not eternal. If T wish to govern the country,
I must inquire in previously unfamiliar circles -as to how to
become a political boss. If I wish to build ships, cither I or some
one in my employ must i»quire into hydrostatics. If T wish to
destroy democracy, I must inquire into crowd psychology. And
so on. The question is: what happers as the result of my inquiry ?
Dr. Dewey rejects the traditional ~nswer, that [ come to know
something, and that, as a consequence of my knowledge, my
actions are more successful. He climinates the intermediate stage
of “knowing”, and says that the only essentia! result of successful
inquiry is successful action.

Taking man as he appears to sciei.~ , and not as he may appear
to a Cartesian sceptic, there are here two questions to be dis-
cussed. First: what sort of psychological occurrence is to be
described as a “believing” ? Second, is there any relation between
a “believing” and its environment which allows us to call the
believing “true” ? To each of these, questions I have tried 1o give
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an answer in previous chapters. If there are such occurrences
as “believings”, which seems undeniable, the question is: can
they be divided into two classes, the “true” and the “false”?
Or, if not, can they be so analysed that their constituents can
be divided into these two classes? If either of these questions
is answered in the affirmative, is the distinction between “true”
and “false” to be found in the success or. failure of the effects
of believings, or is it to be found in some other relation which
they may have to relevant occurrences ?

I am prepared to admit that a belief as a whole may fail to be
“true” or “false” because it is compounded of several, some true,
and some false. I am also prepared to admit that some beliefs
fail, through vagueness, to be either true or false, though others,
in spite of vagueness, are either true or false. Further than this
I cannot go towards agreement with Dr. Dewey.

In Dr. Dewey’s view, a belief is.“warranted” if, as a tool,
it is useful in some activity, i.e. if it is a cause of satisfaction of
desire. This, at least, would have seemed to me to be his opinion.
But he points out (loc. cit., p. 571) that consequences are only
to be accepted as tests of validity “provided these consequences
are operationally instituted and are such as to resolve the specific
problem evoking the operations” [his italics]. The second half
of this proviso is clear in its meaning. If I go to a place under
the mistaken belief that my long-lost uncle lives there, but on
the way I meet my long-lost aunt, and in consequence she leaves
me her fortune, that does not prove that “my long-lost uncle
lives there” had “warranted assertibility”. But the first half of
the proviso, which insists that the consequences must be “opera-
tionally instituted”, is one of which the meaning remains to me
somewhat obscure. The passage in Dr. Dewey’s Logic (Preface,
p- iv) where the phrase occurs does not elucidate it. But in his
reply to me (loc. cit., p. 571) there is a passage which I will
quote in full, as it is designed to remove my errors in inter-
pretation:

“The proviso about the kind of consequences that operate
as tests of validity was inserted as a caution against just the kind
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of interpretation which Mr. Russell gives to my use of con-
sequences. For it explicitly states that it is necessary that they
be such as to resolve the specific problem undergoing investigation.
The interpretation Mr., Russell gives to consequences relates them
to personal desire. The net outcome is attgbution to me of
generalized wishful thinking as a definition of truth. Mr. Russell
procceds first by converting a doubtful sizgation into a personal
doubt, although the difference between the two things is re-
peatedly pointed out by me. I have even repeatedly stated that
a personal doubt is pathological unless it is a reflection of a
situation which is problematic. Then by changing doubt into
private discomfort, truth is identified with removal of this dis-
comfort. The only desire that enters, according to my view, is
desire to,resolve as honestly and impartially as possible the prob-
lem involved in the situation. ““Satisfaction” isatisfaction of the
conditions prescribed by the problem. Personal satisfaction may
enter in as it arises when any job is well done according to the
requirements of the job itself; but it does not enter in any way
into the determination of validity, because, on the contrary, it
is determined by that validity.”’

I find this passage very puzzling. Dr. Dewey seems-to speak
as if a doubtful situation could exist without a personal doubter.
I cannot think that he means this; he cannot intend to say, for
example, that there were doubtful situations in astronomical and
geological epochs before there was life. The only way in which
I can interpret what he says is tc suppose that, for him, a “doubt-
ful situation” is one which arouses doubt, not only in some one
individual, but in any normal man, or in any man anxious to
achieve a certain result, or in any scientifically trained observer
engaged in investigating the situation. Some purpose, i.e. some
desire, is involved in the idea ¢ 1 doubtful situation. If my car
won’t go, that creates a doubtful situation if I want it to go, but
not if I want to leave it where it is. The only way to eliminate
all reference to actual desire is to make the desire purely hypo-
thetical: a situation is “doubtful” in relation to a given desire
if it is not known what, in that sjtuation, must-be done to satisfy
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that desire. When I say “it is not known”, I must mean, in order
to avoid the sort of subjectivity that Dr. Dewey deprecates, that
it is not known to those who have the relevant training. Thus
suppose I find myself in a situation S, andd desire a situation S,
and I believe (rightly or wrongly) that there is something
that I could do which would transform S into S’, but the experts
cannot tell me what to do, then S is, in relation to my desire,
a “doubtful” situation.

Eliminating all reference to personal doubt and desire, we may
now say: S is “doubtful” in relation to S’ if mankind do not
know of any human action A which will transform S into §',
but also do not know that no such action is possible. The pro-
cess of inquiry will consist in performing a series of actions
A, A’ A”, . .. in the hope that onc of them will trapsform S
into §’. This, of course, implies that S and §’ are both described
in terms of universals, since, otherwise, neither can cccur more
than once. A; A’, A", . . . must also be so described, since we
wish to arrive at some such statement as: “whenever you are
in the situation S, and wish to be in the situation §’, you can
secure your desire by performing the action A”, where A must
be a kind of action, since otherwise it could only be performed
once.

Thus when we take Dr. Dewey’s elimination of subjective
desire seriously, we find that his goal is to discover causal laws
of the old sort *‘C causes E”, except that C must be a situation
plus an act, and E another situation. These causal laws, if they
are to serve their purpose, must be “true” in the very sense that
Dr. Dewey wishes to abolish.

One important difference between us arises, 1 think, from the
fact that Dr. Dewey is mainly concerned with theories and hypo-
theses, whereas I am mainly concerned with assertions about
particular matters of fact. As explained in the preceding chapter,
1 hold that, for any empirical theory of knowledge, the funda-
mental assertions must be concerned with particular matters of
fact, i.e. with single events which only happen once. Unless
there is something to be learnt from a single event, no hypothesis
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can ever be either confirmed or confuted; but what is to be learnt
from a single event must itself be incapable of being confirmed
or confuted by subsequent experience. This whole question of
how we learn historical®facts by experience seems to me to be
ignored by Dr. Dewey and the school of whi¢h he is the leader.
Take, for instance, the statement “Caesar was assassinated”. This
is true in virtue of a single event whichehappened long ago;
nothing that has happened since or will happen in the future
can in any way affect its truth or falsehood.

The distinction between truth and knowledge, which was
emphasized in connection with the law of excluded middle, is
relevant at this point. If [ wish to “verify™ the statement “Caesar
was assassinated”, T can only do so by means of furure events—
consultimg bodks of history, manuscripts, etc. But these are only
to the purpose as affording evidence of something other than
themselves. When I makc the statement, T do not mean “who-
ever looks up the encyclopaedia will find certain black marks on
white paper”. My seeing these black marks is a unique event
on each occasion when I see them; on each occasion T can know
that I have seen them; from this knowledge I can infer (more
or less doubtfully) that Caesar was assassinated. But my per-
ception of the black marks, and my inference from this percep-
tion, are not what make the assertion about Caesar true. It would
be true even if I made it without any grounds whatever. It is
tiue because of what happened long ago, not because of any-
thing that I am doing or shall do.

The broad issue may be stated as follows. Whether we accept
or reject the words “true” and “false”, we are all agreed that
assertions can be divided into two kinds, sheep and goats. Dr.
Dewey holds that a sheep may become a goat, and vice versa,
but admits the dichotomy at any Ziven moment: the sheep have

“warranted assertibility” and the goats have not. Dr. Dewey
holds that the division is to. be defined by the effects of assertions,
while 1 hold, at least as regards empirical assertions, that it is
to be effected by their causes. An empirical asgertion which can
be krown to be true has percepts; or a percept, among its proxi-
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mate or remote causes. But this only applies to knowledge; so
far as the definition of truth is concerned, causation is only rele-
vant in conferring meaning upon words.

The above discussion has been mainly concerned to clarify
the issue. The grounds of my own opinions have been, for the
most part, given in previous chapters.
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Chapter XXIV

ANALYSIS

I am concerned, in this chapter, with propositions of the form
“P is part of W”. I wish to inquire whether these are ever part
of the fundamental apparatus of empirical knowledge, or whether
they are always to be deduced from a definition of the whole W,
which, incidentally, will mention the part P whenever “P is part
of W” is*true.’ Something has already been said, on this subject
in Chapters IIT and VIII, but I wish now to examine it on its
own account. )

The operation by which, from examination of a whole W,
we arrive at “P is part of W, is called “analysis”. It has two
forms: logical analysis, and analysis intc spatio-temporal parts.
One of the matters to be considered is the relation between these
two forms of analysis.

From the earliest times, many philosophers have objected to
analysis: they have maintained that analysis is falsification, that
a whole does not really consist of parts suitably arranged, and
that, if we mention any part singly, the act of isolation so alters
it that what we have mentioned is not what is an organic part
of the whole.

The principle of atomicity, which we considered in an earlier
chapter, represents the opposite extreme {rom that of the monists.
The principle of atomicity may be said to forbid synthesis.
Linguistically, it forbids the giving of proper names to complex
wholes, at any rate when they are recognized to be complex.

For my part, I reject both these extremes.

Those who deny the legitimacy of analysis are compelled to
maintain that there is knowledge not expressihle in words. For
it is difficult to deny that senterfces consist of, words, and that,
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therefore, sentential utterances can be analysed into series of
verbal utterances. If this is to be denied, it is necessary to deny
that a sentence 15 a string of words, and in that case it becomes
something ineffable.

Those, on theother hand, who believe in analysis, not infre-
quently follow language too slawshly, I have been guilty of this
fault myself. There ure two ways in which language may guide
us in analysis: one is by considering words and sentences as
sensible facts, the other 1s by considering the different kinds of
words, as 15 done 1n grammar. Of these the first, I should say,
is wholly innocuous, while the second, though it has its uses,
is very dangerous, and a copious source of error.

To begin with language as composed of sensible facts. Sen-
tences are compnsed of words, printed words are composed of
letters. The man who has a book printed causes separate bits
of type to be put together 1n a certain nrder; yet, if he 1s a philo-
sopher, his book may be saying that no series of material objects
can represent thought. Now 1t may be the case —] hope it 15—
that these philosophers have better 1deas 1n their heads than they
succeed 1n putting into their books, but 1t is quite certain that
the 1deas 1n their books can be expressed by series of materal
objects, for, it not, the compositors would find their task im-
possible. Thought, 1n so far as it is communicable, cannot have
any greater complexty than is possessed by the various possible
kinds of series to be made out of twenty-six kinds of shapes.
Shakespeare’s mind may have been very wonderful, but our
evidence of 1ts merits 1s wholly derived from black shapes on
a white ground. Those who say that words falsify sensible facts
forget that words are sensible facts, and that sentences and words,
as facts, are composed of discrete parts, which can be separately
named, and are so named by every child learning to spell. It 1s
therefore undeniable that some sensible facts can be analysed into

ts.

The analysis of a printed word into letters is easier than the
analysis of most sensible facts; 1t is the purpose of print to make
the analysis easy. But the difference is only one of degree, and
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some natural phenomena invite analysis just as much as print
does. A black dog in snow, a rainbow, a seagull against a stormy
sea, are very noticeable. J believe even the most monistic of
philosophers would notice a tiger, and not stop to argue that
it could not be validly considered except in relation to its back-
ground. Analysis of the sensible preseat occurs almost inevitably
wherc there is a sharp contrast, such as a sydden noise, or black
against white. Rapid movement, which is very noticeable, comes
under the same head. In such cases, we become aware, not simply
of a whole, but of a complex of patts. If this were not the case,
we should never have acquired te notion of spatin-temporal
urder.

It 15 customary now-a-days to dismiss contemptuousiy the
atumic view o sensation as it appears in Hume and his followers.
Y. e are told that the seustble werld is 2 continuctss fluy, in whicls
divisions arc unreal. the v ok of the mind. purely conceptual,
and so on. Thiz s .ad as something obvious, for which only 2
grupid man would demwd evidence Now the weid Ysensation”
ot “sensibic”, a< it often pointed out. stunds for scmething hypo-
thetical —Dbroadly speaking. for what co /d be noticed withowt
change in the envitonment o1 the sensc-organis. What is not
hypothetical i« what 25 noticed, net what cordd Lo noticed; and
what 75 neticed hasy 1. tinain, just thet ataineny and diserete-
ness which the critcs of Hume reject. They do 1. as empiriarts
should, start fiomt data, bt fror a2 world that they have nferred
from data but use t, discredit e hind ¢f t5 g that can be a
datum. In theory of knewledge, what is fundaiaental 15 noticing,
not sensation.

1 shall take for granted. henceforh. hat a¢ can within @
percetved whole, perceive parts as interreiated. It is not necessary
to suopose rhat the parts ate “sic )le”, not is it clear what this
supposition would mean. For the purpose of expressing in words
what we perceive in such a case, the smallest parts that are
noticed should be given proper names, and then we can statc
how they are relatea.

Such analysis a« 1 have been,considering hithetto 15 spatio-
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temporal, but there is another kind of analysis that raises much
more difficult problems; it is that which proceeds from con-
sidering different kinds of words, and which inquires whether
anything corresponds in the non-verba: world. The matter may
be put as follows: given a complex whole, there are not only
parts, but the parts are arranged in a pattern. The description
of the whole will employ some relational word to indicate the
pattern; what is there, in the non-verbal world, corresponding
to this relational word ?

The problem is suggested by the distinction between the parts
of speech. But common language is not sufficiently logical for
this distinction to be taken over as it stands. We must first
construct an artificial logical language before we can properly
investigate our problem. - .

Logical languages have been invented by logiciens for the
purposes of logic. They need no actual proper names, since logic
never speaks about anything in particular. Our purpose is slightly
different, but by the help of logic we can easily construct the
sort of language we need. What we require, at the moment, is
a language that will symbolize, as accurately and systematically
as possible, all that part of our knowledge which belongs to the
primary language; and when we have constructed our language,
we have to consider what light its structure throws on the
structure of the percepts in virtue of which its propositions
are true.

Our language must, in the first place, contain proper names
for all perceived objects which are perceived as units. When
we perceive a Gesta/t without analysing it, we must be able to
name it—e.g. to say “that is a swastika”. But when, in geometry,
we have a figure consisting of several lines, each of which is
separately noticed, we seem not to need a proper name for the
whole figure. Nevertheless, if there is such a thing as a judgment
of analysis, where the analysis is of the sort we have already
considered, i.e. of spatio-temporal whole and part, it needs a
proper name for the whole and other proper names for the parts.
Suppose, for instance, you want to say, not in general, but in
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a particular case, that a certain face consists of its two eyes, its
nose, and its mouth (ignoring other parts), you will have to pro-
ceed as follows: Let us call the face F, the eyes respectively E,
and E,, the nose N, andethe mouth M. Then F consists of E,, E,,
N, M arranged so that E, and E, are ovals on a level, N is 2
narrow isosceles triangle which descends vertically from half way
between E, and E,, and M is a Lorizontal dine with its middlé
point vertically below N. (This is not a very accurate descrip-
tion of a face, but is suffices to illustrate linguistic necessities.)

It will be seen that F, here, seems somewhat superfluous,
since the state of affairs can be described completely by means
of E;, E;, N, and M. Whether there is or is not any need
for the proper name “F” is a question which, for F
the moment, I will leave open.

In the above description of a particular face,
we have had to use othet words besides the
proper names. We have had to state the spatial
relations of the parts. Let us simplify the matter by reducing
the eyes and nose 10 lines. Then we may say: E; and E; are
equal parts of one horizontal line; if E, is the middle point
between E, and E,, N is part of the vertical line descending from
Ey, M has its middle point on this line, and is part of a horizontal
line below N. This statc aent has a geometrical accuracy which
is lacking in perception, but that is not important at the moment.
We can perhaps, in the visuz field, take “horizontal” and
“vertical” as predicates, like “biue” and “red”. But we need
statements such as “E, is to the left of E,”, “E, is above N, “N
is above M”. There is no possible way of describing what we
see without relational statements of this sort.

Let us consider this from a scientific point of view. Complete
information about the visual field @ any moment would consist
of propositions stating the colour of each place in it. The visual
field has an absolute origin, the poiat upon which we are focus-
ing, and absolute position in the field is defined by two angular
coordinates, which we may call 8, ¢.* Thus the visual field is

* ] am, for the sake of simplicity, ignoring depth as a visual quality.
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completely specified if we know, for a variable x which may
take all values that are shades of colour, the value of x that
satisfies

x._-_—_f(e J\: .

for every 6 and ¢, where “f(6,¢)” means “‘the shade of colour
at (0, ¢)”. This is a driadic relatio Leiween x and § and ¢, and
it does not seem possible to descril < i visual field more simply.

Let us consider the following scotence: “as I was leaving the
theatre, I heard cries of ‘fire’ ard was violently pushed by @
panic-stricken mob.” This cannet ¢uite report # judgment of
perception, for “panic-stricken™ is b1y a quality of percepiiblk
data. But we only have to omit the words “by a panic-stricken
mob” to have a possible judgment of e rreption “What, exacily,
does it assert? Ir asserts the simuimeity of the fuliow! n;,, three
percepts: (1) my visual ficld wes s, “h-and-such {+lat in fac
it is when one is close to the exit); (- 5 1 beerd the “sound “fire”
repeatedly; (3) I experienced a s i sensation of pressure ip
the back. We may simplify this, w? substinute the simuitancity
of the following: (1) I saw and £ v hand touching thc doun
(2) T heard the sound “fire”; (3) 1 tdt 2 violent preseure of the
sort that one refers to the bd(.l\ {iene @ visual, an a\zcutorV, ana
two tactual data are said 1¢ be stinijtnncous. The word “simui-
taneous” is difficult, but I think thai. wher we are discussing
data, it means “parts of onc perspective experience”. And when
A, B, C, D are simultaneous, thai does not nean merely that
A and B, B and C, C and > are simulianeous in pairs; fcr any-
thing perceptible lasts for a finite time, and therefore simultaneity
among perceptibles is not transitive. Thus in our case there mast
have been one experience, or, in a scase, one perception, which
embraced the visual, the auditory, and the two tactual data.

It may be said that the simultancity of a number of c¢vents
can be inferred from their all having happened at the same time.
Let us look into this. A watch ot clock is (inter alia) a device
for giving names to a number of very brief events. Let us suppose
a clock which indicates not anly seconds, minutes, and hours,
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but the day of the month and the month of the year. We may
even let it indicate the year. In that case, such-and-such an
appearance of the clock i an event which lasts for exactly a
second and never recuss® Let us suppose that you are such an
expert in perceiving Gestalt that you can distinguish any two
different appearances of the clock without having to notice the
separate hands. You can then give the proper name “A” to the
appearance of the clock at exactly r0.45 p.m. on December 1,

~ You may observe successively, concerning the events
B, C, D, E, that B was simultaneous with A, that C was so,
that D was so, and that E was so; but you cannot infer that
B, C, D, and E were simultaneous with each other, since they
may all have been very brief; they might, for instance, have been
the four words “fly for your lives”, which can easily be uttered
successively in a second.

If, now, your clock, instead of changing its appearance only
once a second, changes it as often as is compatible with the
perception of jerks rather than continucus motion, you will be
unable to make successive observations while its appearance
remains unchanged, and therefore you cannot know that two
events were both simultaneous with one appearance of the clock
unless they and this appearance were all parts of one experience;
and when I say that th.y were parts of one experience, I mean
that there is a perceptive proposition in the primary language
which asserts their togetherness or simultaneity. The clock,
therefore, however claborate, aoes not help us out. We must
admit that we can perceive several events as simultaneous, and
obviously there is no theoretical limit to the number of such
events.

What follows from the above is that we must allow, within
the primary language, for the possibility of n-adic relations,
where 7 is any finite number. There must, that is to say, be
words which are not proper names, but predicates, or dyadic
relations, or triadic relations, or etc.

What has been said so far in this chapter is_preliminary to the
main question, which, as already stated, is this: can we state all
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that we know without the use of any basic propositions of the
form “P is part of W”? In asking this question, it is supposed
that “P” and “W”’ are proper names. Jt will be remembered that,
in Chapter VIII, we concluded that o/ judgments of perception
are of this form, 7nd that what, in such propositions, we naturally
call “this”, is a complex which the judgment of perception par-
tially analyses. It is,assumed, in saying this, that we can expe-
rience a whole W without knowing what its parts are, but that,
by attention or noticing, we can gradually discover more and
more of its parts. It is not assumed that this process must stop
short of complete analysis, nor is it assumed that it can be carried
to the point at which the parts that have been arrived at are
incapable of further analysis. But it is assumed that the whole W
can preserve its identity throughout the process of analysis: that,
e.g., in perception we can begin with “W!” as an exclamatory
use of an object-word, and arrive, by attention, at “P is part
of W”, without any change in the denotation of the name “W”".

In the above account there is a suggestion of a chronological
process of analysing, which is perhaps not logically essential to
the theory that names for wholes are indispensable. When we
study a percepiual datum, which, at first, appears as a vague
whole, we may gradually arrive at an enumeration of interrelated
parts; but in such a case it may be said that the datum changes
as a result of attention. This is certainly true, for example, in
the case of a visual datum which we observe first carelessly, and
then attentively. Attention, in such a case, involves changes in
the eyes, which change the visual object. It may be said that all
analysing is of this sort, and that the whole whose parts are
known is never identical with the previous whole which was
perceived vaguely. I do not think it is necessary for the theory
we are considering to deny this. We can, I think, confine our-
selves to the finished product of our analysing, and ask ourselves:
can this result be expressed without reference to whole-and-
part?

Our question is: when we do perceive that a whole has parts,
do our data always consist of propositions about the parts and
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their relations, or must they sometimes contain propositions in
which the whole is mentioned? This is again the question of
atomicity. Consider (say) a circle, which we will call A, and a

A

straight fine, L, which passes through it. We can say “L divides
A into two parts”, but we may be interested in A as a whole,
and in the facr that it is divided, without being in the least
interested in the separate parts. Conalder, for instance, a thin
cloud cutting the full moon in two. We remain aware of the
moon as a whole, much more vividly than of the parts.

Or consider a somewhat different case. We see a distant object
approaching along a road; at first we only see it as a whole, but
gradually we see it clearly enough to make out that it is a dog.
When this happens, our visual object is, of course, not the same
as it was before, but we believe it to be connected with the same
physical object, which has, from the first, interested us as a whole.
Hence when we come 1o see the parts, we see them as parts, not
as separate items arranged in a certain pattern. It seems to me
that, in such a case, what we perceive cannot be accurately ex-
pressed without propositions of the form “P is part of W”,
where “P” and “W” are proper pames for percepts, and P, at
least, is only part of our total percept.

To take another instance: a child who is being taught, by
modern methods, to read the word “CAT” learns to make, in
succession, the sounds “k”, “a”, “t”. (I mean the sounds these
letters stand for, not the names of the letters ) At first, the interval
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between the sounds is too long for the child to be conscious
of their succession as forming a whole, but at last, as the rapidity
increases, there comes a moment when the child is aware of having
said the word “cat”. In that moment, che child is aware of the
word as a whole. composed of parts. Before that, he was not
dware of the whole; when he can read fluently, he ceases to be
aware of the parts; but in the first moment of understanding,
whole and parts are equally present in consciousness. What the
child is aware of in this moment cannot be expressed without
such propositions as ““the sound ‘k’ is part of the sound ‘cat’ .

I think that all judgments of perception involve analysis of
"a perceptual whole; what is given is a pattern, and the realization
that it consists of interrelated objects results from analysis. With-
out propositions of the form “P is part of W”, the process would
not be explxcable It seems, therefore, that such propositions must
occur in the primary language.

Every judgment of perception which contains more than one
object-word expresses an analysis of a perceived complex whole;
the perceived whole is, in one sense, known by being perceived,
but the kind of knowledge which is opposed to error requires
something more than perception. A judgment of perception which
contains more than one object-word, and is expressed in a sen-
tence which is not equivalent to several separate sentences, must
contain at least one word of which the meaning is relational.
There is no theoretical limit to the complexity of the object of
perception or of the structure affirmed in judgments of perception
which the object verifies. It is upon the complexity of the object
of perception that our knowledge of both space and time depends.

Assuming, as it seems from the above that we must, that there
are wholes composed of interrelated parts, and that the know-
ledge expressed in judgments of perception requires, for its
verbalization, names for such wholes, there remains a difficult
question, namely: in what circumstances do interrelated terms
form a whole, which needs a name for the verbal expression of
what we know?

The argument’ demands thag, the total of our experience at
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any one time should always be such a whole, and so must certain
complex parts of this total. The parts of such a total are bound
together by the relation-ef compresence. For reasons explained
in Chapter XXI, we hold that the relation of compresence may
hold outside experience as well -as within it; indeed, if there is
the unexperienced world that physics supposes, its space-time will
depend upon unexperienced compresence. Perhaps wholes, of the
indispensable sort, are always constituted by compresence. Let us
examine this possibility.

In the following pages, I shall be concerned to develop a
possible view on the element of analysis in judgments of per-
ception. I am not concerned to maintain that this view is
mecessary.

Let us give the name “W” to my total perceptual field at
some given moment. At that moment, I can give the pseudo-
name “this” to W, and also to certain parts of W, but not to
anything larger than W. The pseudo-name “I-now” applies to
the whole of W at the moment when W exists, and not to any
part of W. According to the theory of Chapter VI, W is a bundle
of compresent qualities. To these qualitics we can give names.
Let “Q" be the name of one of them. Then “I-now perceive Q”
is to be translated into “Q is part of W’

If this is to be satistactory, it is necessary that, among the
qualities constituting W, there should be at least one which does
not recur, or one subordinate complex which does not recur.
For the sake of simplicity, I suall suppose that I am always
watching a clock which indicates not only minutes and hours,
but the day of the month, the month of the year, and the
year of our Lord. If now I give the name “s” to the aspect
of this clock which is part of W, “¢”” will designate a group of
qualities which has no temporal relation to itself, i.e. occurs only
once. Any other aspect of the clock will be earlier or later than ¢,
and we shall say that the total perceptual field of which this other
aspect is a part is correspondingly earlier or later than W.

According to the above, the values of ¢ form a numerically
measurable series, and two different values of ¢ cannot be com-
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present unless they are so nearly equal that they can be parts of
one specious present, i.e. of one W. All this is empirical.

We now have to consider what parts of W can be wholes
requiring names for the expression of judgments of perception.
The total W may be analysed into a number of qualities, but
this analysis will not, by itself, enable us to explain such
jiidgments of perception as ““A is to the left of B”. These demand
the analysis of W into what we should be tempted to call “sub-
stantial”’ rather than “conceptual” parts. They demand, that is
to say, an investigation of spatia/ analysis within a given per-
ceptual whole.

Let us again, as on former occasions, confine ourselves to the
visual field and ignore depth. We may then say, with a simpli-
fication which is innocuous, that there are in the visual field a
number of differing qualities of up-and-downness and a number
of differing qualities of right-and-leftness. Any one of the former
we will denote by “6” and any one of the latter by “¢”. Apart
from differences in excellence of vision, we may suppose that
each quality 8 and each quality ¢ exists in everybody’s field of
vision whenever his eyes are open and it is not dark.

We riow require a relation of “overlapping”, which plays a
part in the construction of perceptual space analogous to that
played by compresence in private time. I do not define this
relation, but I maintain that, if Q and Q' are two qualities, “Q
and Q’ overlap” can be a judgment of perception. For example:
red and bright can overlap; so can a given degree of pressure
with the quality by which we distinguish a touch on one part
of the body from a touch on another. Two different 8-qualities
cannot overlap; no more can two different ¢-qualities. Two
different colours cannot overlap; no more can two touch-
qualities belonging to different parts of the body. Any visual
quality can overlap with any 6 and with any ¢.

Two different values of 6 have to each other an asymmetrical
spatial relation, that of above or below; two different values of
¢ have an asymmetrical spatial relation, that of right or left. A
given value of 0 will have a rejation of right or left, but not of
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up or down, to itself, and a given value of ¢ will have a relation
of up or down, but not of right or left, to itself; a complex (6, ¢)
will have no spatial relation to itself. This fact is what we are
trying to express when°we say that it can only occur once in
a given visual field.

If, now, a given quality, say a shade of colour C, exists through-
out a region of the visual field, that means, that it overlaps with
many values of the pair of qualities (6, 4). Since 8 and ¢ are
numerically measurable, we can define straightforwardly what
we mean by a “continuous” region in the visual field. Similarly
we can define regions in tactual space. What we should commonly
regard as a “substantial” part of the whole W is any continuous
region which is part of W. Any such region may be a “this”.

When.we say “A is to the left of B”, we may take “A” to
be the name of the complex consisting of given values of 6 and ¢
together with all the qualities overlapping with both, while “B”
is similarly defined for other given values of 6 and ¢. Our state-
ment is to be true if the A-value of ¢ is to the left of the B-value.

Thus in “A is to the left of B” the whole W does not need
to be mentioned. But if this sentence expresses a judgment of
perception, there must e a whole W of which A and B are

arts.
P We may now reach . conclusion as to names. The primary
names are those applying to such wholes as W, or to continuous
regions which are parts of some V. Other names are derivative,
and theoretically unnecessary.

It will perhaps help to make clear the scope of what has been
said if we proceed to the construction of physical space-time.
In this construction we necessarily assume the truth of physics.

Space-time in physics is elaborately inferential, and is con-
structed largely by means of causal laws. It is assumed that, if
there is a causal law connecting two events at different places
in spacc-time, they are connected by means of a chain of events
at intermediate places. The physical and physxologiwl causation
of percepts compels us to tega.rd them as all in one region, which
must be inside the percipient’s head (not, of course, inside his
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or any one else’s percept of his head). The relation of com-
presence, which exists between percepts, may be supposed to
exist also between any two physical events which overlap in
space-time. A “point” in space-time may be defined as a group
of events having the following two properties: (1) any two of
the group are compresent; (2) nothing outside the group is
colnpresent with every member of it.

The ordering of points in space-time is by no means a simple
matter, as Einstein has shown. It begins, historically, from the
belief that every percept is “of”” some physical object, and that
the order of the physical objects in physical space is correlated,
somewhat roughly, with that of the corresponding percepts in
perceptual space. The angular coordinates of stars in physical
space are very nearly the same as those of their percepis in visual
space. But the notion that a percept is “of”” a physical object
turns out to be inexact, causal, and unreliable. The more exact
determination of space-time order depends upon causal laws:
e.g. the distance of Jupiter is calculated from observations which,
assuming the law of gravitation, enable us to calculate how long
light has taken to travel from there to us.

There is no need to pursue this matter further. The impor-
tant points, for us, are two: that my perceptual whole W is, from
the standpoint of physics, inside my head as a physical object;
and that space-time whole and part is too elaborate and inferen-
tial a concept to be of much importance in the foundations of
theory of knowledge.
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‘Chapter XXV

LANGUAGE AND METAPHYSICS

In the present chapter T propose to consider whether anything,
and, if so, what, can be inferred from the structwe of language
as to the structure of the world. There has been a tendency,
especially among logical positivists, 1o treat language as an inde-
pendent realm, which can be studied without regard to non-
linguistio occarrences. 1o some extent, and in @ limited field,
this separation of language from other facts Is possible; the
drtached stidy of Ingicak svitax has undoubtedly yielded valu-
able resulis. But T think it is easy to exaggerate what can be
achieved by symtan zlone., There is, 1 think, a discoveralble relation
between the siructure of sentences and the structure of the occur-
renees t¢ which the sentences refer. T do wot think the structure
of non-verhal facis is wholly unknowable, and 1 believe that,
with sufficient coution, the propertics of language mway help us
te understand the stroctare of the world.

With 1egard o the 1clation of words to non-1 erbal facts, most
philosophers can be dividea into threc broad types:

A. Those who infer properties of the world {rora properties
of language. These are a very distinguished party; they include
Parmenides, Plato, Spinoza, Leibniz, Hegel, and Bradley.

B. Those who maintain that knowledge is only of words.
Among these are the Nominalists and some of the Logical
Positivists.

C. Those who maintain that there is knowledge not expres-
sible in words, and use words to tell us whai this knowledge
is. These include the mystics, Bergson, and Wingenstein; also
certain aspects of Hegel and Bradiey.

Of these three parties, the third can be dismissed as self-
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contradictory. The second comes to grief on the empirical fact
that we cah know what words occur in a sentence, and that this
is not a verbal fact, although it is indigpensable to the verbalists.
If, therefore, we are confined to the abeve three alternatives, we
must make the best of the first.

We may divide our problem into two parts: first, what is
implied by the corrgspondence theory «f truth, in the measure
in which we have accepted this theory ? Second, is there anything
in the world corresponding to the distinction between different
parts of speech, as this appears in a logical language?

As regards “correspondence’”, we have been led to the belief
that, when a proposition is true, it is true in virtue of one or
more occurrences which are called its “verifiers”. If it is a pro-
position containing no variable, it cannot have more than one
verifier. We may confine ourselves to this case, since it involves
the whole of the problem with which we are concerned. We
have thus to inquire whether, given a sentence (supposed true)
which contains no variable, we can infer anything as to the
structure of the verifier from that of the sentence. In this inquiry
we shall presuppose a logical language.

Consider first a group of sentences which all contain a certain
name (or a synonym for it). These sentences all have something
in common. Can we say that their verifiers also have something
in common?

Here we must distinguish according to the kind of name con-
cerned. If W is a complete group of qualities, such as we con-
sidered in the last chapter, and we form a number of judgments
of perception, such as “W is red”, “W is round”, *“W is bright”,
etc., these all have one single verifier, namely W. But if I make
a number of true statements concerning a given shade of colour
C, they all have different verifiers. These all have a common
part C, just as the statements have a common part “C”. It will
be seen that here, as in the last chapter, we are led to a view
which, syntactically, is scarcely distinguishable from the subject-
predicate view, from which it differs only in that it regards the
“subject” as a bundle of compresent qualities. We may state
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what has just been said as follows: given a number of subject-
predicate sentences expressing judgments of perception, such as
“this is red”, if they all hgve the same subject they all have the
same verifier, which is what the subject designates; if they all
have the same predicate, the verifiers all have,a common part,
which is what the predicate designates.

This theory is not applicable to such a gentence as “A is o
the left of B”, where “A’" and “B” are names for two parts of
my visual field. So far as “A” and “B” are concerned, we con-
sidered this sentence sufficiently in the last chapter. What I now
wish to examine is the question: what, if anything, is common
to the verifiers of a number of different sentences of the form
“A is to the left of B”?

The question involved is the old question of *“universals”.

- We might have investigated this question in connection with
predicates—say “‘red is a colour”, or “high C is a sound”. But
since we have explained the more apparently obvious subject-
predicate sentences—e.g. “this is red”—as really not subject-
predicate sentences, we shall find it more convenient to discuss
“universals” in connection with relations.

Sentences—except object-words used in an exclamatory man-
ner—require words other than names. Such words, generically,
we call “relation-word:”, including predicates as words for
monadic relati ons. The deﬁnmon, as explained in Chapter VI,
is syntactical: a “name” is a wor.! which can occur s:gmhcantly
in an atomic sentence of any furm; a “relation-word” is one
which can occur in some atomic sentences, but only in such as
contain the appropriate number of names.

It is generally agreed that language requires relation-words;
the question at issue is: “what does this imply as regards the
verifiers of sentences?’ A “universal” may be defined as “the
meaning (if any) of a relation-word”. Such words as “if*” and
“or” have no meaning in isolation, and it may be that the same
is true of relation-words.

It may be suggested (erroneously, as I think and shall’ try
to prove) that we need not assume universals, but only a set
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of stimuli to the making of one of a set of similar noises. The
matter is, however, not quite straightforward. A defender of
universals, if attacked, might begin ig.this way: “you say that
two cats, because they are similar, stimulate the utterance of two
similar noises which are both instances of the word ‘cat’. But
the cats must be really similar to each other, and so must the
noises. And if they gre really similar, it is impossible that ‘simi-
larity’ should be just a word. It is a word which you utter on
certain occasions, namely, when there is similarity. Your tricks
and devices”, he will say, “may seem to dispose of other univer-
sals, but only by putting all the work on to this one remaining
universal, similarity; of that you cannot get rid, and therefore
you might as well admit all the rest.”

The question of universals is difficult, not only, to dgcide, but
to formulate. Let us consider “A is to the left of B”. Places in
the momentary visual field, as we haye seen, are absolute, and
are defined by relation to the centre of the field of vision. They
may be defined by the two relations right-and-left, up-and-
down; these relations, at any rate, suffice for topological purpcses.
In order to study momentary visual space, it is necessary to keep
the eyes motiouless and attend to things near the periphery as
well as in the centre of the field of vision. If we are not deli-
berately keeping our eyes motionless, we shall look directly at
whatever we notice; the natural way 10 examine a series of places
is to look at each in turn. But if we want to study what we can
see at one moment, this method will not do, since a given physical
object, as a visual datum, is different when it is seen directly and
when it is far from the centre of the field. In fact, however, this
makes very little difference. We cannot escape from the fact that
visual positions form a two-dimensional scries, and that such
series demand dyadic asymmetrical relations. The view we take
as to colours makes no difference in this respect.

It seems that there is no escape from admitting relations as
parts of the non-linguistic constitution of the world; similarity,
and perhaps also asymmetrical relations, cannot be explained
away, like “or” “and “not”, as belonging only to speech. Such
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words as “before” and “above”, just as truly as proper names,

ean” something which occurs in objects of perception. It
follows that there is a valid form of analysis which is not that
of whole and part. Wescan perceive A-before-B as a whole, but
if we pgrceived it only as a whole we should not know whether
we had seen it or B-before-A. The whole-and-part analysis of
the datum A-before-B yields only A and, B, and leaves ot
“before”. In a logical language, therefore, there will be some
distinctions of parts of speech which correspond to objective
distinctions.

Let us examine once more the question whether asymmetrical
relations are needed as well as similarity; and let us take, for
the purpose, “A is above B”, where “A” and “B” are proper
names ofseverts. We shall suppose that we perceive that A is

*above B. Now it is clear, to begin with a trivial point, that we do
not need the word “below as well as the word “above”; either
alone suffices. I shall therefore assume that our language contains
no word “below”. The whole percept, A-above-B, resembles
other percepts C-above-D, E-above-F, etc., in a manner which
makes us call them all facts of vertical ordcr. So far, we do not
need a concept “above”; we may have merely a group of similar
occurrences, all called “vertical orders”, i.e. all causing a noise
similar to “above”. So fai, we can do with only similarity.

But now we must consider asymmetry. When you say “A is
above B”, how does your hearer xnow that you have not said
“B is above A” ? In exactly the saine way as you know that A is
above B; he perceives that the noise “A” precedes the noise “B”.

Thus the vital matter is the distinction between A-first-and-
then-B, B-first-and-then-A ; or, in writing, between AB and BA.
Consider, then, the two following shapes: AB and BA. T want
to make it clear that I am speaking of just these, not of others
like them. Let S, be the proper name of the first shape, S, that
of the second; let A,, A; be the proper names of the two A’s,
and B,, B, of the two B’s. Then §,, S, each consist of two parts,
and one part of S, is closely similar to one part of S,, while the
other part is closely similar to ,2the other part Moreover, the
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ordering relation is the same in both cases. Nevertheless, the
two wholes are not very similar. Perhaps asymmetry could be
explained in this way: given a number of A’s and a number of
B’s, arranged in pairs, the resulting wholes fall into two classes,
members of the ame class being closely similar to each other,
while members of different classes are very dissimilar. If we give
tlie proper names S,, S, to the following two shapes: AB and
BA, then it is obvious that §; and S, are very similar, and so
are S; and S, but S; and S, are not very similar to S, and S,.
(Observe that, in describing S; and S,, we shall have to say:
S, consists of A, before B,, S, consists of B, before A,.) Perhaps
in this way it is possible to explain asymmetry in terms of simi-
larity, though the explanation is not very satisfactory.

Assuming that we can, in the above manner or-in some other,
get rid of all universals except similarity, it remains to be con-
sidered whether similarity itself could be explained away.

We will consider this in the simplest possible case. Two patches
of red (not necessarily of exactly the same shade) are similar, and
so are two instances of the word “red”. Let us suppose that
we are being shown a number of coloured discs and asked to
name their colours—say in a test for colour-blindness. We are
shown two red discs in succession, and each time we say “red”.
We have been saying that, in the primary language, similar
stimuli produce similar reactions; our theory of meaning has
been based on this. In our case, the two discs are similar, and
the two utterances of the word “red” are similar. Are we saying
the same thing about the discs and about the utterances when
we say the discs are similar and when we say the utterances are
similar ? or are we only saying similar things? In the former case,
similarity is a true universal; in the latter case, not. The difficulty,
in the latter case, is the endless regress; but are we sure that this
difficulty is inseparable ? We shall say, if we adopt this alternative:
if A and B are perceived to be similar, and C and D are also
perceived to be similar, that means that AB is a whole of a certain
kind and CD is a whole of the same kind; i.e., since we do not
want to define the kind by a universal, AB and CD are similar
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wholes. I do not see how we are to avoid an endless regress of
the vicious kind if we attempt to explain similarity in this way.

I conclude, therefore, thoeugh with hesitation, that there are
universals, and not mertly general words. Similarity, at least,
will have to be admitted; and in that case it seems hardly worth
while to adopt elaborate devices for the exclusion of other
universals.

It should be observed that the above argument only proves
the necessity of the word “similar”, not of the word “similarity”.

Some propositions containing the word “similarity” can be
replaced by equivalent propositions containing the word “simi-
lar”, while other cannot. These latter need not be admitted.
Suppose, for example, I say “similarity exists”. If “exists” means
what it does when I say “the President of the United States
exists”, my statement is nonsense. What 1 can mean may, to begin
with, be expressed in the statement: “‘there are occurrences
which require for their verbal description sentences of the form
‘a is similar to 4 ”. But this 'inguistic fact seems 10 imply a fact
about the occurrences described, namely the sort of fact that is
asserted when I say “«a is similar to 4. When 1 say “similarity
exists”, it is this fact about the world, not a fact about lariguage,
that I mean to assert. The word “ycllew” is necessary because
there are yeliow things; the word “similar” is necessary because
there are pairs of similar things. And the similarity of two things
is as truly a non-linguistic fact as tl.: yellowness of one thing.

We have arrived, in this chapter, at a result which has been,
in a sense, the goal of all our discussions. The result 1 have in
mind is this: that complete metaphysical agnosticism is not com-
patible with the maintenance of linguistic propositions. Some
modern philosophers hold that we know much about language,
but nothing about anything else. This view forgets that language
is an empirical phenomenon like another, and that a man who
is metaphysically agnostic must deny that he knows when he
uses a word. For my part, I believe that, partly by means of the
study of syntax, we can arrive at considerable knowledge con-
cerning the structure of the world
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